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Motivation (1)
Path integral is usually treated in Quantum Monte Carlo 
(QMC) in condensed matter physics as «black box»: once 
we have an algorithm for sampling, we are not looking into 
the details of the structure of path integral. Also, formulations 
with discrete fields in path integrals make such analysis more 
difficult (no theorems of calculus).  

In Lattice Quantum Field theory, we have more knowledge on 
quasi-classical objects as special field configurations 
appearing in path integrals (monopoles, instantons, etc), but 
still some improvement is possible after several algorithmic 
developments.
The structure of path integrals (saddle points) is connected to 
the complexity of the sign problem through the Lefschetz 
thimbles decomposition.



Lefschetz thimbles decomposition (1)

Questions to answer:
1) Scaling of the number of thimbles in the thermodynamic 

limit: one- or many-thimble regime? 
2) Connection of the thimbles decomposition to the physics, 

in particular its reaction on the phase transition.
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Due to a more e�cient calculation of the exact deriva-
tives of the fermionic determinant, we are now able to
reveal the construction of the Lefschetz thimble decom-
position on large lattices and extrapolate our results to
the thermodynamic limit. This also represents the main
di↵erence of our paper from earlier attempts to apply the
Lefschetz thimbles decomposition to the Hubbard model
[38], where the thimbles decomposition was not optimised
and only one thimble, out of many important ones, was
taken into account. As a result, those simulations actu-
ally did not represent a full calculation of the functional
integral, but rather represented only corrections to dy-
namical mean field theory (DMFT) results. Using a com-
plete study of the saddle point structure of the Hubbard
model, and identifying the advantageous regions in pa-
rameter space, one can safely proceed to address the sign
problem using Lefschetz thimbles.

We start with a short introduction to the formalism,
and proceed with the description of the method to solve
the gradient flow equations for Wilson and staggered
fermions. After this, we describe the application of the
technique to the Hubbard model on the hexagonal lat-
tice. First, we make a detailed study of the saddle points,
which is an essential ingredient of the Lefschetz thimbles
method. In particular, we explore the dependence of sad-
dles on volume, the Hubbard coupling U , and chemical
potential. Among other things, we discuss at length the
algorithms used to search for saddle point configurations
away from half-filling, when saddle points are shifted into
complex space CN . Finally, in order to support our con-
clusions concerning the role of di↵erent saddle points,
we perform Monte Carlo calculations over manifolds in
complex space and compare results with exact diagonal-
ization. In addition to that, we show that the average
sign can be substantially increased even in comparison
with BSS-QMC. This fact means that we can potentially
construct a superior algorithm for dealing with the sign
problem, if the additional computational costs associated
with the gradient flow and integration over curved man-
ifolds in complex space are improved upon.

II. LEFSCHETZ THIMBLES FORMALISM

Let us first consider the complexification of the fields
appearing in the functional integral (1), � 2 CN . This
amounts to a shift of the contour of integration into com-
plex space. We are allowed to do so, as Cauchy’s theorem
tells us that one can choose any appropriate contour in
complex space as long as the integral still converges and
no poles of the integrand are crossed during this shift. As
we will demonstrate, both of these conditions are satis-
fied. We now introduce one particularly useful represen-
tation, known as the Lefschetz thimble decomposition of

the partition function [17, 18],

Z =

Z

RN

D� e�S[�] =
X

�

k�Z�,

where Z� =

Z

I�

D� e�S[�], (4)

and � labels all complex saddle points z� 2 CN of the
action, which are determined by the condition

@S

@�

����
�=z�

= 0. (5)

The integer-valued coe�cients k�, are the intersection
numbers and I� are the Lefschetz thimble manifolds at-
tached to the saddle points z�. These manifolds, de-
fined below, are the generalization of the contours of
steepest descent in the theory of asymptotic expansions.
We stress that if the saddle points are non-degenerate
(det @2S/@�0@�

��
�=z�

6= 0) and isolated, the relation (4)

holds (for a generalization to the case of gauge theory see
[18]).
The Lefschetz thimble manifold associated with a given

saddle point is the union of all solutions of the following
di↵erential equation

d�

dt
=

@S

@�
, (6)

known as the gradient flow (GF) equations, which sat-
isfy the following boundary condition: � 2 I� : �(t !
�1) ! z�. Just as we made an analogy between the
thimble and the contour of steepest descent, there is a
second manifold associated with each saddle point which
is analogous to the contour of steepest ascent. This man-
ifold is known as the anti-thimble, K�, and consists of all
possible solutions of the GF equations (6) which end up
at a given saddle point z�: � 2 K� : �(t) = �,�(t !

+1) ! z�. The intersection number k� is defined by
counting the number of intersections of K� with the orig-
inal integration domain: RN , k� = hK�,RN

i. An exam-
ple scheme of thimbles and anti-thimbles is drawn in the
Fig. 1.
It is worth noting that thimbles and anti-thimbles are

both real, N -dimensional manifolds embedded in CN .
We now state two key properties of the thimbles, which
follow from (6) coupled with the fact that the action,
S, is regarded as a holomorphic function of the complex
fields. These properties are that the real part of the ac-
tion, ReS, monotonically increases along the thimble,
starting from the saddle point and the imaginary part
of the action, ImS, stays constant along it. The first
property is essential in guaranteeing the convergence of
the individual integrals in (4), while the second one ob-
viously makes the method attractive with regards to the
weakening of the sign problem. Using these crucial prop-
erties, it follows that neither thimbles nor anti-thimbles
can intersect each other, no two saddle points can, in gen-
eral, be connected by a thimble (with the very important
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FIG. 1. Typical scheme of thimbles ant anti-thimbles, arrows
show the directions of the flows, which define these manifolds.

exception which is discussed below), and all integrals on
the r.h.s. of (4) are convergent.

As a result of the above discussion, it follows that (4)
can be written as

Z =
X

�

k�e
�i ImS(z�)

Z

I�

D� e�ReS(�), (7)

where we have explicitly written out the complex factors
associated with di↵erent saddle points. Usually, thim-
bles can be classified as being either “relevant” or “ir-
relevant” using the intersection number. Relevant ones
have their intersection number, k�, being nonzero and
thus participate in the sum in (7). Conversely, a thimble
is irrelevant if it has a zero intersection number. How-
ever, this classification can fail if the so-called Stokes phe-
nomenon occurs for saddle points lying within RN . By
definition, the Stokes phenomenon means that the saddle
points are connected by a thimble. In this case, k� is not
well-defined and we need other tools in order to classify
the saddle points. An example of such a situation will
be demonstrated later on when we will study the actual
saddle points for the Hubbard model.

As one can see, the initial sign problem has been split
into two parts. The first part of the residual sign prob-
lem concerns the constant phase factors, e�i ImS(z�). The
number of relevant thimbles, their weight, and the distri-
bution of the imaginary part of the action at correspond-
ing saddles define the remaining severity of the first part
of the sign problem. An ideal situation arises when this
sum only contains one dominant term. The second part
of the residual sign problem relates to the fluctuations
of the complex measure, D�, in the integration over the
thimble. Potentially, there is the third source of the resid-
ual sign problem: residual fluctuations of ImS, which ap-
pear if we are not following the thimble exactly. All these
issues will be addressed below in our test calculations for
the Hubbard model, where we perform a thorough clas-
sification of saddle points and then give an estimate for
the fluctuations of the complex measure and the residual
fluctuations of ImS. We now present a description of our
numerical methods.

III. ALGORITHMS

The GF equations (6) are the basis of the whole for-
malism. Here we present the set of algorithms, which
allows us to solve them e�ciently at least for lattices of
moderate size. The main di�culty in implementing GF
is the presence of the fermionic determinant in the action
for a typical lattice field theory (or model -for the case
of condensed matter systems) with fermions

S = Sb + ln detM, (8)

where Sb is the bosonic part and the fermionic operator
M is more or less a sparse matrix with dimensionality ⇠

N⌧Ns (ignoring for the moment color and flavor indices).
Here, N⌧ is the Euclidean time extent of the lattice and
Ns is the number of degrees of freedom in space. The
latter typically includes the number of sites in space (in
the context of QCD one should also take into account the
number of colors and flavors). The construction (8) is the
same both for lattice field theories and interacting tight-
binding models in condensed matter physics. The key
element of our algorithms is the e�cient calculation of
the derivatives of the fermionic determinant with respect
to the bosonic fields, which is essential for the solution
of the GF equations. The derivatives of the logarithm
of the fermionic determinant can be computed directly
using the simple relation

@ ln detM

@�
= Tr

✓
M�1 @M

@�

◆
. (9)

It turns out that this requires the knowledge of only a
few elements of the fermion propagator M�1, since the
bosonic fields � enter the fermionic operator M locally.
In the following considerations we rely on the special

band structure of the fermionic operator. We start with
unimproved staggered fermions, whose fermionic opera-
tor can be written as

Mst

i,j
= 2am�i,j +

(⌘i,1e
µaUi,1�i+1̂,j � ⌘j,1U

†
j,1e

�µa�
i�1̂,j) +

4X

⌫=2

(⌘i,⌫Ui,⌫�i+⌫̂,j � ⌘j,⌫U
†
j,⌫

�i�⌫̂,j) (10)

with the usual staggered phases ⌘i,⌫ = (�1)i1+...+i⌫�1

and gauge fields Ui,⌫ . Here µ is the chemical poten-
tial and m is the mass of fermions, and both are mul-
tiplied by the lattice spacing a. The four-dimensional
index i = (t, x) consists of both the temporal t and the
three-dimensional spatial part x. It is convenient to in-
troduce the spatial part of the fermionic operator Bt,
which contains all elements of the matrix (10), diago-
nal in Euclidean time direction for a given time slice t.
After doing so, (10) can be rewritten as a block matrix
consisting of blocks Ns ⇥Ns:
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Lefschetz thimbles decomposition (2)8

FIG. 3: Thimbles and anti-thimbles for one-site Hubbard model in the Gaussian representation at various values of chemical
potential.The action is written in (34), U� = 15.0. (a) Half filling (µ = 0). The real axis is divided by “zeros” of fermionic
determinant into infinite number of thimbles. Corresponding anti-thimbles end up at infinity Im z ! ±1. (b) �µ = 5.0. The
number of relevant thimbles is still infinite but all relevant saddles are shifted in the complex plane from the real axis. (c)
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the exponent at the corresponding saddle point e�S(z�).
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(14) and (15) with the single-particle Hamiltonian de-
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exception which is discussed below), and all integrals on
the r.h.s. of (4) are convergent.

As a result of the above discussion, it follows that (4)
can be written as

Z =
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k�e
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D� e�ReS(�), (7)

where we have explicitly written out the complex factors
associated with di↵erent saddle points. Usually, thim-
bles can be classified as being either “relevant” or “ir-
relevant” using the intersection number. Relevant ones
have their intersection number, k�, being nonzero and
thus participate in the sum in (7). Conversely, a thimble
is irrelevant if it has a zero intersection number. How-
ever, this classification can fail if the so-called Stokes phe-
nomenon occurs for saddle points lying within RN . By
definition, the Stokes phenomenon means that the saddle
points are connected by a thimble. In this case, k� is not
well-defined and we need other tools in order to classify
the saddle points. An example of such a situation will
be demonstrated later on when we will study the actual
saddle points for the Hubbard model.

As one can see, the initial sign problem has been split
into two parts. The first part of the residual sign prob-
lem concerns the constant phase factors, e�i ImS(z�). The
number of relevant thimbles, their weight, and the distri-
bution of the imaginary part of the action at correspond-
ing saddles define the remaining severity of the first part
of the sign problem. An ideal situation arises when this
sum only contains one dominant term. The second part
of the residual sign problem relates to the fluctuations
of the complex measure, D�, in the integration over the
thimble. Potentially, there is the third source of the resid-
ual sign problem: residual fluctuations of ImS, which ap-
pear if we are not following the thimble exactly. All these
issues will be addressed below in our test calculations for
the Hubbard model, where we perform a thorough clas-
sification of saddle points and then give an estimate for
the fluctuations of the complex measure and the residual
fluctuations of ImS. We now present a description of our
numerical methods.

III. ALGORITHMS

The GF equations (6) are the basis of the whole for-
malism. Here we present the set of algorithms, which
allows us to solve them e�ciently at least for lattices of
moderate size. The main di�culty in implementing GF
is the presence of the fermionic determinant in the action
for a typical lattice field theory (or model -for the case
of condensed matter systems) with fermions

S = Sb + ln detM, (8)

where Sb is the bosonic part and the fermionic operator
M is more or less a sparse matrix with dimensionality ⇠

N⌧Ns (ignoring for the moment color and flavor indices).
Here, N⌧ is the Euclidean time extent of the lattice and
Ns is the number of degrees of freedom in space. The
latter typically includes the number of sites in space (in
the context of QCD one should also take into account the
number of colors and flavors). The construction (8) is the
same both for lattice field theories and interacting tight-
binding models in condensed matter physics. The key
element of our algorithms is the e�cient calculation of
the derivatives of the fermionic determinant with respect
to the bosonic fields, which is essential for the solution
of the GF equations. The derivatives of the logarithm
of the fermionic determinant can be computed directly
using the simple relation

@ ln detM
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= Tr

✓
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◆
. (9)

It turns out that this requires the knowledge of only a
few elements of the fermion propagator M�1, since the
bosonic fields � enter the fermionic operator M locally.
In the following considerations we rely on the special

band structure of the fermionic operator. We start with
unimproved staggered fermions, whose fermionic opera-
tor can be written as

Mst

i,j
= 2am�i,j +

(⌘i,1e
µaUi,1�i+1̂,j � ⌘j,1U

†
j,1e
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⌫=2

(⌘i,⌫Ui,⌫�i+⌫̂,j � ⌘j,⌫U
†
j,⌫

�i�⌫̂,j) (10)

with the usual staggered phases ⌘i,⌫ = (�1)i1+...+i⌫�1

and gauge fields Ui,⌫ . Here µ is the chemical poten-
tial and m is the mass of fermions, and both are mul-
tiplied by the lattice spacing a. The four-dimensional
index i = (t, x) consists of both the temporal t and the
three-dimensional spatial part x. It is convenient to in-
troduce the spatial part of the fermionic operator Bt,
which contains all elements of the matrix (10), diago-
nal in Euclidean time direction for a given time slice t.
After doing so, (10) can be rewritten as a block matrix
consisting of blocks Ns ⇥Ns:
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where we have explicitly written out the complex factors
associated with di↵erent saddle points. Usually, thim-
bles can be classified as being either “relevant” or “ir-
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thus participate in the sum in (7). Conversely, a thimble
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ever, this classification can fail if the so-called Stokes phe-
nomenon occurs for saddle points lying within RN . By
definition, the Stokes phenomenon means that the saddle
points are connected by a thimble. In this case, k� is not
well-defined and we need other tools in order to classify
the saddle points. An example of such a situation will
be demonstrated later on when we will study the actual
saddle points for the Hubbard model.

As one can see, the initial sign problem has been split
into two parts. The first part of the residual sign prob-
lem concerns the constant phase factors, e�i ImS(z�). The
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bution of the imaginary part of the action at correspond-
ing saddles define the remaining severity of the first part
of the sign problem. An ideal situation arises when this
sum only contains one dominant term. The second part
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of the complex measure, D�, in the integration over the
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ual sign problem: residual fluctuations of ImS, which ap-
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same both for lattice field theories and interacting tight-
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where we have explicitly written out the complex factors
associated with di↵erent saddle points. Usually, thim-
bles can be classified as being either “relevant” or “ir-
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have their intersection number, k�, being nonzero and
thus participate in the sum in (7). Conversely, a thimble
is irrelevant if it has a zero intersection number. How-
ever, this classification can fail if the so-called Stokes phe-
nomenon occurs for saddle points lying within RN . By
definition, the Stokes phenomenon means that the saddle
points are connected by a thimble. In this case, k� is not
well-defined and we need other tools in order to classify
the saddle points. An example of such a situation will
be demonstrated later on when we will study the actual
saddle points for the Hubbard model.

As one can see, the initial sign problem has been split
into two parts. The first part of the residual sign prob-
lem concerns the constant phase factors, e�i ImS(z�). The
number of relevant thimbles, their weight, and the distri-
bution of the imaginary part of the action at correspond-
ing saddles define the remaining severity of the first part
of the sign problem. An ideal situation arises when this
sum only contains one dominant term. The second part
of the residual sign problem relates to the fluctuations
of the complex measure, D�, in the integration over the
thimble. Potentially, there is the third source of the resid-
ual sign problem: residual fluctuations of ImS, which ap-
pear if we are not following the thimble exactly. All these
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sification of saddle points and then give an estimate for
the fluctuations of the complex measure and the residual
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same both for lattice field theories and interacting tight-
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the saddle points. An example of such a situation will
be demonstrated later on when we will study the actual
saddle points for the Hubbard model.
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It turns out that this requires the knowledge of only a
few elements of the fermion propagator M�1, since the
bosonic fields � enter the fermionic operator M locally.
In the following considerations we rely on the special
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with the usual staggered phases ⌘i,⌫ = (�1)i1+...+i⌫�1

and gauge fields Ui,⌫ . Here µ is the chemical poten-
tial and m is the mass of fermions, and both are mul-
tiplied by the lattice spacing a. The four-dimensional
index i = (t, x) consists of both the temporal t and the
three-dimensional spatial part x. It is convenient to in-
troduce the spatial part of the fermionic operator Bt,
which contains all elements of the matrix (10), diago-
nal in Euclidean time direction for a given time slice t.
After doing so, (10) can be rewritten as a block matrix
consisting of blocks Ns ⇥Ns:

 Staggered fermions:
5

Mst(U) =
0

BBBBBBBBBBBBB@

B1 eµa[U(1,x),1] 0 0 0 . . . e�µa[U†
(N⌧ ,x),1

]

�e�µa[U†
(1,x),1] B2 eµa[U(2,x),1] 0 0 . . . 0

0 �e�µa[U †
(2,x),1] B3

. . . 0 . . . 0

0 0
. . .

. . .
. . . . . . 0

...
. . .

. . .
. . .

...
0 0 . . . 0 �e�µa[U†

(N⌧�2,x),1
] BN⌧�1 eµa[U(N⌧�1,x),1]

�eµa[U(N⌧ ,x),1] 0 . . . 0 0 �e�µa[U†
(N⌧�1,x),1

] BN⌧

1

CCCCCCCCCCCCCA

.

(11)

[U(t,x),1] is a diagonal matrix which contains on the main
diagonal all gauge field exponents in the Euclidean time
direction for a given timeslice t. Following [39], the de-
terminant of (11) is equivalent to the determinant of the
following matrix:

M
st

(U) =
0

BBBBBB@

1 D1 0 0 0 . . .
0 1 D2 0 0 . . .
0 0 1 D3 0 . . .
0 0 0 1 D4 . . .
...

. . .
�D2N⌧ 0 0 . . . 1

1

CCCCCCA
. (12)

Now all blocks are of the size 2Ns ⇥ 2Ns:

D2k =

✓
eµa[U(k,x),1] 0

0 eµa[U(k,x),1]

◆
,

D2k�1 =

✓
Bk I
I 0

◆
, k = 1...N⌧ (13)

The same general form of the fermionic operator is also
common for interacting tight-binding models in con-
densed matter physics. See [40] and references therein
for more details. The only di↵erence is that the blocks
would be of the size Ns⇥Ns in the case of an interacting
tight-binding model, and their internal construction is
also di↵erent. However, these details are not important
for the present discussion.

The inverse fermionic matrix can also be written in
terms of spatial 2Ns ⇥ 2Ns blocks,

M
st�1

(U) =
0

BBBBBB@

g1 . . . . . . . . . . . . ḡ2N⌧

ḡ1 g2 . . . . . . . . . . . .
. . . ḡ2 g3 . . . . . . . . .
. . . . . . ḡ3 g4 . . . . . .
...

. . .
. . . . . . . . . . . . g2N⌧

1

CCCCCCA
. (14)

The matrix M
st�1

(U) is dense, but here we explicitly
show only those blocks which are needed for our calcu-
lations. In fact, in the trace in (9), only the o↵-diagonal
blocks ,ḡn, n = 1...N⌧ , will contribute to the exact deriva-
tives. Following [40], an iterative procedure can be used
to compute all needed elements of the fermionic propa-
gator,

ḡi+1 = D�1
i+1ḡiDi. (15)

Once we know one o↵-diagonal block ḡn for some n, we
can, in principle, reconstruct all of them. Of course, we
need to invert the Di blocks after each update of the
gauge fields, but taking into account their sparsity (13), it
costs no more thanN3

s
operations for each block. In prac-

tice, these iterations typically can not last for more than
NSchur ⇠ 10 time slices due to accumulation of round-o↵
errors. Thus, we compute the Green’s functions ḡn from
scratch for each n = kNSchur, k = 0, 1, 2... and use iter-
ations (15) only in between for intermediate time slices.
The Schur complement solver [41] is used for finding ḡn
from scratch, with additional simplifications described in
[40]. The solver, including the iterations (15), scales as
N3

s
N⌧ . However, despite the scaling being worse than

that of iterative solvers, the method still gives substantial
speedup in comparison with the calculation of fermionic
determinant using stochastic estimators. The reason is
twofold: 1) there is a very small prefactor in the scaling
relation, which compensates for the N3

s
term at least for

lattices up to Ns ⇠ 103; 2) there is no need to repeatedly
find solutions for multiple stochastic estimators, since we
get all exact derivatives after one application of the Schur
solver accompanied with the propagation through the en-
tire Euclidean time extent of the lattice according to (15).
A more careful analysis of the performance of the Schur
solver and some benchmarks against an iterative solver
were done in [41].
The situation is a bit more complicated for Wilson

fermions. In this case, we used the derivation of the com-
pressed form of the Wilson fermionic operator from [42].
Disregarding the constant determinant of the permuta-
tion matrix, the determinant of the Wilson fermionic op-
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where we have explicitly written out the complex factors
associated with di↵erent saddle points. Usually, thim-
bles can be classified as being either “relevant” or “ir-
relevant” using the intersection number. Relevant ones
have their intersection number, k�, being nonzero and
thus participate in the sum in (7). Conversely, a thimble
is irrelevant if it has a zero intersection number. How-
ever, this classification can fail if the so-called Stokes phe-
nomenon occurs for saddle points lying within RN . By
definition, the Stokes phenomenon means that the saddle
points are connected by a thimble. In this case, k� is not
well-defined and we need other tools in order to classify
the saddle points. An example of such a situation will
be demonstrated later on when we will study the actual
saddle points for the Hubbard model.

As one can see, the initial sign problem has been split
into two parts. The first part of the residual sign prob-
lem concerns the constant phase factors, e�i ImS(z�). The
number of relevant thimbles, their weight, and the distri-
bution of the imaginary part of the action at correspond-
ing saddles define the remaining severity of the first part
of the sign problem. An ideal situation arises when this
sum only contains one dominant term. The second part
of the residual sign problem relates to the fluctuations
of the complex measure, D�, in the integration over the
thimble. Potentially, there is the third source of the resid-
ual sign problem: residual fluctuations of ImS, which ap-
pear if we are not following the thimble exactly. All these
issues will be addressed below in our test calculations for
the Hubbard model, where we perform a thorough clas-
sification of saddle points and then give an estimate for
the fluctuations of the complex measure and the residual
fluctuations of ImS. We now present a description of our
numerical methods.

III. ALGORITHMS

The GF equations (6) are the basis of the whole for-
malism. Here we present the set of algorithms, which
allows us to solve them e�ciently at least for lattices of
moderate size. The main di�culty in implementing GF
is the presence of the fermionic determinant in the action
for a typical lattice field theory (or model -for the case
of condensed matter systems) with fermions

S = Sb + ln detM, (8)

where Sb is the bosonic part and the fermionic operator
M is more or less a sparse matrix with dimensionality ⇠

N⌧Ns (ignoring for the moment color and flavor indices).
Here, N⌧ is the Euclidean time extent of the lattice and
Ns is the number of degrees of freedom in space. The
latter typically includes the number of sites in space (in
the context of QCD one should also take into account the
number of colors and flavors). The construction (8) is the
same both for lattice field theories and interacting tight-
binding models in condensed matter physics. The key
element of our algorithms is the e�cient calculation of
the derivatives of the fermionic determinant with respect
to the bosonic fields, which is essential for the solution
of the GF equations. The derivatives of the logarithm
of the fermionic determinant can be computed directly
using the simple relation

@ ln detM
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= Tr

✓
M�1 @M
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◆
. (9)

It turns out that this requires the knowledge of only a
few elements of the fermion propagator M�1, since the
bosonic fields � enter the fermionic operator M locally.
In the following considerations we rely on the special

band structure of the fermionic operator. We start with
unimproved staggered fermions, whose fermionic opera-
tor can be written as

Mst

i,j
= 2am�i,j +

(⌘i,1e
µaUi,1�i+1̂,j � ⌘j,1U

†
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†
j,⌫

�i�⌫̂,j) (10)

with the usual staggered phases ⌘i,⌫ = (�1)i1+...+i⌫�1

and gauge fields Ui,⌫ . Here µ is the chemical poten-
tial and m is the mass of fermions, and both are mul-
tiplied by the lattice spacing a. The four-dimensional
index i = (t, x) consists of both the temporal t and the
three-dimensional spatial part x. It is convenient to in-
troduce the spatial part of the fermionic operator Bt,
which contains all elements of the matrix (10), diago-
nal in Euclidean time direction for a given time slice t.
After doing so, (10) can be rewritten as a block matrix
consisting of blocks Ns ⇥Ns:
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FIG. 1. Typical scheme of thimbles ant anti-thimbles, arrows
show the directions of the flows, which define these manifolds.
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index i = (t, x) consists of both the temporal t and the
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which contains all elements of the matrix (10), diago-
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After doing so, (10) can be rewritten as a block matrix
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[U(t,x),1] is a diagonal matrix which contains on the main
diagonal all gauge field exponents in the Euclidean time
direction for a given timeslice t. Following [39], the de-
terminant of (11) is equivalent to the determinant of the
following matrix:

M
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BBBBBB@

1 D1 0 0 0 . . .
0 1 D2 0 0 . . .
0 0 1 D3 0 . . .
0 0 0 1 D4 . . .
...
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1

CCCCCCA
. (12)

Now all blocks are of the size 2Ns ⇥ 2Ns:

D2k =
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eµa[U(k,x),1] 0

0 eµa[U(k,x),1]

◆
,

D2k�1 =
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Bk I
I 0

◆
, k = 1...N⌧ (13)

The same general form of the fermionic operator is also
common for interacting tight-binding models in con-
densed matter physics. See [40] and references therein
for more details. The only di↵erence is that the blocks
would be of the size Ns⇥Ns in the case of an interacting
tight-binding model, and their internal construction is
also di↵erent. However, these details are not important
for the present discussion.

The inverse fermionic matrix can also be written in
terms of spatial 2Ns ⇥ 2Ns blocks,

M
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BBBBBB@

g1 . . . . . . . . . . . . ḡ2N⌧

ḡ1 g2 . . . . . . . . . . . .
. . . ḡ2 g3 . . . . . . . . .
. . . . . . ḡ3 g4 . . . . . .
...

. . .
. . . . . . . . . . . . g2N⌧

1

CCCCCCA
. (14)

The matrix M
st�1

(U) is dense, but here we explicitly
show only those blocks which are needed for our calcu-
lations. In fact, in the trace in (9), only the o↵-diagonal
blocks ,ḡn, n = 1...N⌧ , will contribute to the exact deriva-
tives. Following [40], an iterative procedure can be used
to compute all needed elements of the fermionic propa-
gator,

ḡi+1 = D�1
i+1ḡiDi. (15)

Once we know one o↵-diagonal block ḡn for some n, we
can, in principle, reconstruct all of them. Of course, we
need to invert the Di blocks after each update of the
gauge fields, but taking into account their sparsity (13), it
costs no more thanN3

s
operations for each block. In prac-

tice, these iterations typically can not last for more than
NSchur ⇠ 10 time slices due to accumulation of round-o↵
errors. Thus, we compute the Green’s functions ḡn from
scratch for each n = kNSchur, k = 0, 1, 2... and use iter-
ations (15) only in between for intermediate time slices.
The Schur complement solver [41] is used for finding ḡn
from scratch, with additional simplifications described in
[40]. The solver, including the iterations (15), scales as
N3

s
N⌧ . However, despite the scaling being worse than

that of iterative solvers, the method still gives substantial
speedup in comparison with the calculation of fermionic
determinant using stochastic estimators. The reason is
twofold: 1) there is a very small prefactor in the scaling
relation, which compensates for the N3

s
term at least for

lattices up to Ns ⇠ 103; 2) there is no need to repeatedly
find solutions for multiple stochastic estimators, since we
get all exact derivatives after one application of the Schur
solver accompanied with the propagation through the en-
tire Euclidean time extent of the lattice according to (15).
A more careful analysis of the performance of the Schur
solver and some benchmarks against an iterative solver
were done in [41].
The situation is a bit more complicated for Wilson

fermions. In this case, we used the derivation of the com-
pressed form of the Wilson fermionic operator from [42].
Disregarding the constant determinant of the permuta-
tion matrix, the determinant of the Wilson fermionic op-
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ḡi+1 = D�1
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ḡi+1 = D�1
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ations (15) only in between for intermediate time slices.
The Schur complement solver [41] is used for finding ḡn
from scratch, with additional simplifications described in
[40]. The solver, including the iterations (15), scales as
N3

s
N⌧ . However, despite the scaling being worse than

that of iterative solvers, the method still gives substantial
speedup in comparison with the calculation of fermionic
determinant using stochastic estimators. The reason is
twofold: 1) there is a very small prefactor in the scaling
relation, which compensates for the N3

s
term at least for

lattices up to Ns ⇠ 103; 2) there is no need to repeatedly
find solutions for multiple stochastic estimators, since we
get all exact derivatives after one application of the Schur
solver accompanied with the propagation through the en-
tire Euclidean time extent of the lattice according to (15).
A more careful analysis of the performance of the Schur
solver and some benchmarks against an iterative solver
were done in [41].
The situation is a bit more complicated for Wilson

fermions. In this case, we used the derivation of the com-
pressed form of the Wilson fermionic operator from [42].
Disregarding the constant determinant of the permuta-
tion matrix, the determinant of the Wilson fermionic op-
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propagator:
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show the directions of the flows, which define these manifolds.

exception which is discussed below), and all integrals on
the r.h.s. of (4) are convergent.

As a result of the above discussion, it follows that (4)
can be written as

Z =
X

�

k�e
�i ImS(z�)

Z

I�

D� e�ReS(�), (7)

where we have explicitly written out the complex factors
associated with di↵erent saddle points. Usually, thim-
bles can be classified as being either “relevant” or “ir-
relevant” using the intersection number. Relevant ones
have their intersection number, k�, being nonzero and
thus participate in the sum in (7). Conversely, a thimble
is irrelevant if it has a zero intersection number. How-
ever, this classification can fail if the so-called Stokes phe-
nomenon occurs for saddle points lying within RN . By
definition, the Stokes phenomenon means that the saddle
points are connected by a thimble. In this case, k� is not
well-defined and we need other tools in order to classify
the saddle points. An example of such a situation will
be demonstrated later on when we will study the actual
saddle points for the Hubbard model.

As one can see, the initial sign problem has been split
into two parts. The first part of the residual sign prob-
lem concerns the constant phase factors, e�i ImS(z�). The
number of relevant thimbles, their weight, and the distri-
bution of the imaginary part of the action at correspond-
ing saddles define the remaining severity of the first part
of the sign problem. An ideal situation arises when this
sum only contains one dominant term. The second part
of the residual sign problem relates to the fluctuations
of the complex measure, D�, in the integration over the
thimble. Potentially, there is the third source of the resid-
ual sign problem: residual fluctuations of ImS, which ap-
pear if we are not following the thimble exactly. All these
issues will be addressed below in our test calculations for
the Hubbard model, where we perform a thorough clas-
sification of saddle points and then give an estimate for
the fluctuations of the complex measure and the residual
fluctuations of ImS. We now present a description of our
numerical methods.

III. ALGORITHMS

The GF equations (6) are the basis of the whole for-
malism. Here we present the set of algorithms, which
allows us to solve them e�ciently at least for lattices of
moderate size. The main di�culty in implementing GF
is the presence of the fermionic determinant in the action
for a typical lattice field theory (or model -for the case
of condensed matter systems) with fermions

S = Sb + ln detM, (8)

where Sb is the bosonic part and the fermionic operator
M is more or less a sparse matrix with dimensionality ⇠

N⌧Ns (ignoring for the moment color and flavor indices).
Here, N⌧ is the Euclidean time extent of the lattice and
Ns is the number of degrees of freedom in space. The
latter typically includes the number of sites in space (in
the context of QCD one should also take into account the
number of colors and flavors). The construction (8) is the
same both for lattice field theories and interacting tight-
binding models in condensed matter physics. The key
element of our algorithms is the e�cient calculation of
the derivatives of the fermionic determinant with respect
to the bosonic fields, which is essential for the solution
of the GF equations. The derivatives of the logarithm
of the fermionic determinant can be computed directly
using the simple relation

@ ln detM

@�
= Tr

✓
M�1 @M

@�

◆
. (9)

It turns out that this requires the knowledge of only a
few elements of the fermion propagator M�1, since the
bosonic fields � enter the fermionic operator M locally.
In the following considerations we rely on the special

band structure of the fermionic operator. We start with
unimproved staggered fermions, whose fermionic opera-
tor can be written as

Mst

i,j
= 2am�i,j +

(⌘i,1e
µaUi,1�i+1̂,j � ⌘j,1U

†
j,1e

�µa�
i�1̂,j) +

4X

⌫=2

(⌘i,⌫Ui,⌫�i+⌫̂,j � ⌘j,⌫U
†
j,⌫

�i�⌫̂,j) (10)

with the usual staggered phases ⌘i,⌫ = (�1)i1+...+i⌫�1

and gauge fields Ui,⌫ . Here µ is the chemical poten-
tial and m is the mass of fermions, and both are mul-
tiplied by the lattice spacing a. The four-dimensional
index i = (t, x) consists of both the temporal t and the
three-dimensional spatial part x. It is convenient to in-
troduce the spatial part of the fermionic operator Bt,
which contains all elements of the matrix (10), diago-
nal in Euclidean time direction for a given time slice t.
After doing so, (10) can be rewritten as a block matrix
consisting of blocks Ns ⇥Ns:

5

Mst(U) =
0

BBBBBBBBBBBBB@

B1 eµa[U(1,x),1] 0 0 0 . . . e�µa[U†
(N⌧ ,x),1

]

�e�µa[U†
(1,x),1] B2 eµa[U(2,x),1] 0 0 . . . 0

0 �e�µa[U †
(2,x),1] B3

. . . 0 . . . 0

0 0
. . .

. . .
. . . . . . 0

...
. . .

. . .
. . .

...
0 0 . . . 0 �e�µa[U†

(N⌧�2,x),1
] BN⌧�1 eµa[U(N⌧�1,x),1]

�eµa[U(N⌧ ,x),1] 0 . . . 0 0 �e�µa[U†
(N⌧�1,x),1

] BN⌧

1

CCCCCCCCCCCCCA

.

(11)

[U(t,x),1] is a diagonal matrix which contains on the main
diagonal all gauge field exponents in the Euclidean time
direction for a given timeslice t. Following [39], the de-
terminant of (11) is equivalent to the determinant of the
following matrix:

M
st

(U) =
0

BBBBBB@

1 D1 0 0 0 . . .
0 1 D2 0 0 . . .
0 0 1 D3 0 . . .
0 0 0 1 D4 . . .
...

. . .
�D2N⌧ 0 0 . . . 1

1

CCCCCCA
. (12)

Now all blocks are of the size 2Ns ⇥ 2Ns:

D2k =

✓
eµa[U(k,x),1] 0

0 eµa[U(k,x),1]

◆
,

D2k�1 =

✓
Bk I
I 0

◆
, k = 1...N⌧ (13)

The same general form of the fermionic operator is also
common for interacting tight-binding models in con-
densed matter physics. See [40] and references therein
for more details. The only di↵erence is that the blocks
would be of the size Ns⇥Ns in the case of an interacting
tight-binding model, and their internal construction is
also di↵erent. However, these details are not important
for the present discussion.

The inverse fermionic matrix can also be written in
terms of spatial 2Ns ⇥ 2Ns blocks,

M
st�1

(U) =
0

BBBBBB@

g1 . . . . . . . . . . . . ḡ2N⌧

ḡ1 g2 . . . . . . . . . . . .
. . . ḡ2 g3 . . . . . . . . .
. . . . . . ḡ3 g4 . . . . . .
...

. . .
. . . . . . . . . . . . g2N⌧

1

CCCCCCA
. (14)

The matrix M
st�1

(U) is dense, but here we explicitly
show only those blocks which are needed for our calcu-
lations. In fact, in the trace in (9), only the o↵-diagonal
blocks ,ḡn, n = 1...N⌧ , will contribute to the exact deriva-
tives. Following [40], an iterative procedure can be used
to compute all needed elements of the fermionic propa-
gator,

ḡi+1 = D�1
i+1ḡiDi. (15)

Once we know one o↵-diagonal block ḡn for some n, we
can, in principle, reconstruct all of them. Of course, we
need to invert the Di blocks after each update of the
gauge fields, but taking into account their sparsity (13), it
costs no more thanN3

s
operations for each block. In prac-

tice, these iterations typically can not last for more than
NSchur ⇠ 10 time slices due to accumulation of round-o↵
errors. Thus, we compute the Green’s functions ḡn from
scratch for each n = kNSchur, k = 0, 1, 2... and use iter-
ations (15) only in between for intermediate time slices.
The Schur complement solver [41] is used for finding ḡn
from scratch, with additional simplifications described in
[40]. The solver, including the iterations (15), scales as
N3

s
N⌧ . However, despite the scaling being worse than

that of iterative solvers, the method still gives substantial
speedup in comparison with the calculation of fermionic
determinant using stochastic estimators. The reason is
twofold: 1) there is a very small prefactor in the scaling
relation, which compensates for the N3

s
term at least for

lattices up to Ns ⇠ 103; 2) there is no need to repeatedly
find solutions for multiple stochastic estimators, since we
get all exact derivatives after one application of the Schur
solver accompanied with the propagation through the en-
tire Euclidean time extent of the lattice according to (15).
A more careful analysis of the performance of the Schur
solver and some benchmarks against an iterative solver
were done in [41].
The situation is a bit more complicated for Wilson

fermions. In this case, we used the derivation of the com-
pressed form of the Wilson fermionic operator from [42].
Disregarding the constant determinant of the permuta-
tion matrix, the determinant of the Wilson fermionic op-

 - scaling

 «seed» blocks for iterations - from Schur 
complement solver [arXiv 1803.05478]
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V. SADDLE POINTS STUDY

V.1. Saddle points at half-filling

Our goal is to study realistic lattice volumes in order
to get a quantitative idea of what the thimbles decompo-
sition (4) looks like as we approach both the thermody-
namic limit in spatial volume and the continuum limit in
Euclidean time. Unfortunately, at large lattice volumes,
the fully analytical approach for finding saddle points (as
was done in [54] on lattices with up to four sites) does not
work. Thus, in this study we are using a completely dif-
ferent approach which is based on importance sampling
and fast solutions of the GF equations, using the cal-
culations of the derivatives of the fermionic determinant
described in section III.

At half-filling, this method starts with the generation
of lattice configurations using standard hybrid Monte
Carlo (HMC) techniques. After this, we numerically in-
tegrate the GF equations for each field configuration for
a finite flow time, in order to reach the local minimum
of the action. At half filling, when thimbles are bounded
within RN , the local minimum of the action always cor-
responds to a relevant saddle point. At the end of this
sequence of steps, the distribution of lattice ensembles,
taken after employing the GF procedure, gives an ac-
curate characterization of the relevant saddle points at
half-filling if the initial set of configurations was ergodic.
An example of such a process is shown in Fig. 3. After
generating configurations using HMC, one can observe
the approach to the saddle point in our gradient flow
routine. As noted, the real part of the action should
monotonically decrease and eventually, at a certain flow
time, converge to the value at the saddle. In general, the
method scales similar to the Schur complement solver as
N3

s
N⌧ .
A possible source of systematic error in our lattice set

up is the discretization in Euclidean time that results
from the Trotter decomposition. Thus, we first checked
that we have already e↵ectively arrived at the contin-
uum limit in Euclidean time. In Fig. 4, the plot shows
the histogram of the distribution of the action for the
field configurations after GF. As the initial configurations
were generated using HMC, the height of each bar corre-
sponds to the exact weight of the thimble attached to the
corresponding saddle point whose value of the action is
denoted by the position of the bar. In Fig. 4 we display
the histograms for two lattice spacings at fixed �. The
results are almost identical, and thus we can claim that
with N⌧ = 256 at � = 20, we are already close enough
to the continuum limit in Euclidean time. This gives us
confidence that our study of the features of the saddle
points and thimbles is independent of the step size in
Euclidean time. We will use the same style of plots to
characterize the structure of the thimbles decomposition
below.

We now proceed to study saddle points at di↵erent ↵.
One important thing to note is that at half-filling, we
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FIG. 4. Distribution of the saddle points at half filling for a
6⇥6 lattice in the strong coupling regime with U = 5.0. Two
cases are compared: (LHS) N⌧ = 256 and (RHS) N⌧ = 512
for fixed temperature � = 20.0 and ↵ = 0.9. One can see that
the distribution is almost identical and thus we can claim
that we are close close enough to the continuum limit in the
Euclidean time direction.

FIG. 5. The dependence of the squared spin at one sublattice
(see eq. (31)) on ↵. The observable is computed on 6 ⇥ 6
lattice with N⌧ = 128 and � = 20.0, U = 3.8. The value
from BSS-QMC is shown with the dashed line which is repre-
senting the mean value and the dotted lines are representing
the errorbars.

cannot faithfully sample the path integral at the extreme
values ↵ = 1.0 and ↵ = 0.0. In both cases (see [53, 54,
57]), the product of fermionic determinants is equal to
the square of some real-valued function

detMel. detMh.|↵=0,1;µ=0 = F 2. (30)

Thus only one constraint, F = 0, needs to be satisfied

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3

Max3



Hubbard model on bipartite 
lattice (1)Hubbard	model	on	hexagonal	lattice	

Nearest-neighbor	hoppings	+	local	interaction:	
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FIG. 4. Staggered moment extrapolated to the thermody-
namic limit (see Fig. 3) for two values of the pinning field.
We have equally plotted the single particle gap in units of U .
The inset plots the staggered magnetization as obtained from
a mean-field spin density wave Ansatz.

where we do not detect magnetic ordering but we
do detect a small single particle gap.

• The QMC data in Fig. 4 shows that over a wide pa-
rameter range, the single particle gap measured in
units of the Hubbard U, tracks the staggered mag-
netization. We take this as a strong indication, that
the magnetization provides the only relevant scale
in the problem, determining directly the single par-
ticle gap. We will see below, that this conclusion,
based here on a simple, polynomial extrapolation
of the finite size data, is also obtained, if a more
refined data analysis is performed.

• The data in Fig. 4 exhibits an unusual inflection
point at approximately U/t = 4.1. Such an inflec-
tion point is clearly absent at the mean-field level
(see inset of Fig. 4). We will discuss the impli-
cations of this inflection point in the next section.
Let us finally note, that in previous calculations [1]
we were unable to resolve staggered moments lesser
than m ' 0.03. We thereby missed this inflection
point in the polynomially extrapolated magnetiza-
tion curve and concluded the presence of an inter-
mediate phase [21].

C. Finite size scaling

As mentioned above, one of the particularities of the
data presented in Fig. 4 is the occurrence of an inflec-
tion point at U/t = 4.1. It is a natural question to ask
if this rather peculiar feature may be an artifact of using
a simple polynomial fitting procedure, which one would
indeed expect to fail close to criticality. This could result
in an overestimation of the magnetization in the vicinity
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FIG. 5. Data collapse for the magnetization presented in Fig.
3. The exponents are taken for the ✏-expansion of Ref. 6. (a)
The crossing point pins down the value of Uc. (b) The data
collapse, using Uc/t = 3.78.

of the critical point between the semi-metallic and the
insulating phase of the Hubbard model. As we explain
next, arguments in favor of this conjecture are provided
by the large-N treatment of the Gross-Neveu model [5],
and the ✏-expansion around three spatial dimensions in
the equivalent Gross-Neveu-Yukawa field theory, formu-
lated in Ref. 6. Given the order parameter exponent, �,
as well as the correlation length exponent, ⌫, the stag-
gered magnetization scales as

m ' |U � Uc|
�
' ⇠��/⌫ . (9)

Using the standard scaling laws [22], the exponent �/⌫
may conveniently be expressed in terms of the anomalous
dimension for the order parameter ⌘, as

�

⌫
⌘

1

2
([d+ z]� 2 + ⌘) , (10)

where d+ z is the e↵ective dimensionality of the system.
If we assume that the Lorentz invariance is emergent at
the critical point, as it indeed is close to the upper criti-
cal dimension dup = 3 of the Gross-Neveu-Yukawa theory

F.	Assaad,		I.	Herbut,	PRX,		3,	031010	(2013)	

Semi-metal		-		AFM	insulator	transition	at		
U=3.8	κ	

van	Hove	singularity	in	density	of	states	at	μ=κ	
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Abstract

Graphene is a well-known two-dimensional material which has a set of unique properties. Due to massless electronic excitations 
and very strong Coulomb inter-electron interaction, various phase transitions with spontaneous generation of mass gap can occur 
in graphene. The situation resembles the chiral symmetry breaking in QCD. Recently the Hybrid Monte-Carlo method was applied 
for a studying of graphene electronic properties. Several types of mass term are possible due to several kinds of phase 
transitions. Sign problem appears in fermionic determinant in case of mass term which corresponds to the excitonic phase 
transition. A brief discussion concerning ways to solve this problem is presented.

- creation operator for the electron at the site x with spin s=±1, 

Dispersion relation contains «Dirac cones» in the vicinity of K and K' points in Brillouine zone. Due to this fact the low-
energy excitations can be described by two flavours of 4-component massless Dirac fermions:

Chiral (sublattice) symmetry breaking in graphene

There are several possible channels of the «chiral symmetry» breaking in graphene. These 
channels correspond to appearance of different condensates. The following condensate are in 
the focus of research at the moment:

- antiferromagnetic condensate

- excitonic condensate

From microscopic point of view, antiferromagnetic condensate corresponds to opposite spins of electrons at different sublattices. 
Excitonic condensate corresponds to opposite charge excess at different sublattices. 

V
F
 ~ 1/300 c. So the effective coupling constant is 

α = 300/137 ~ 2. We have a theory with very 

strong instantaneous Coulomb interaction 

Hybrid Monte-Carlo simulations of graphene

We introduce «electrons» and «holes»:

After it the Hamiltonian takes the form:

where is electric charge at site x.

Interaction takes the form:

After the standart Suzuki-Trotter decomposition we arrive at the following representation of the euclidean 
partition function:

We need to introduce artificial mass gap in fermionic operator in order to make it invertible. Usually this mass term should 
correspond to the condensate which behaviour we want to study.  Crucial point in the calculations is that fermionic 
operators for electrons Mel.  and holes  Mh.    are comlex conjugated to each other  only in the case of 
antiferromagnetic mass term. 

Therefore, if we want to study excitonic condensate, the sign problem appears due to the corresponding mass term in fermionic operator.

Possible ways to solve the problem

We may use rational Hybrid Monte-Carlo.  In this case, we artificially increase number of 
fermionic flavoours up to 4 (two «electrons» and two «holes»):

Ф is a phase of the det (Mel. Mh.) . It can be transferred to observable quantity.

We may simulate the theory without any artificial 
mass term. Mass gap can be introduced 
«geometrically» by special boundary conditions or 
special lattice sizes. This method is based on two 
facts:
1) Dirac points in graphene are not at zero 
momentum but at two special points (K and K') in 
the Brillouine zone.
2) Any finite size lattice allows only the discrete set 
of particle's momentum. The allowed values of 
momentum can or can not cover the K-points 
depending on the geometry of the lattice.

This gap is controlled by the size of the lattice. The larger is 
the lattice, the smaller is the gap.

The problem is that «geometrical» mass gap doesn't 
inroduce the primer for the symmetry breaking. So we still are 
unable to detect the formation of any condensates. 

The figure demonstrates the arrangement of possible momentum values inside the Brillouine 
zone. If the lattice sizes are not equal to 6x, the K-points are not covered by latice momentum 
values therefore, we have a «geometrical» mass gap.

But we can use fluctuations of order parameter:

to detect the phase transition.

At the transition point, the spatial correlation radius of the order parameter should tend to infinity. 
Also It is possible to search for the existence of the Goldstone bosons.
Therefore, one should measure the time:                                                    or spatial:

correlators to detect the phase transition

Graphene electronic properties: 

We start from the tight-binding Hamiltonian for the electrons at p
z
 orbitals:

This figure demonstates the distribution of 
the phase Ф for several values of mass. 
Mass term corresponds to the excitonic 
phase transition.

This concept is especially appropriate for this situation, because we are always interested in 
the limit of the zero artificial mass. So the mass term in fermionic operator is realtively small 
and phase of the fermionic operator doesn't fluctuate too huge., 

Here the dependence of the distbution 
width on the mass is shown. The 
distribution width rapidly grows with  the 
mass increases. We should work with 
as small masses as possible.  
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Ĥ = Ĥtb + Ĥint (9)

Z = Tr e��Ĥ ⇡ Tr
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FIG. 4. Staggered moment extrapolated to the thermody-
namic limit (see Fig. 3) for two values of the pinning field.
We have equally plotted the single particle gap in units of U .
The inset plots the staggered magnetization as obtained from
a mean-field spin density wave Ansatz.

where we do not detect magnetic ordering but we
do detect a small single particle gap.

• The QMC data in Fig. 4 shows that over a wide pa-
rameter range, the single particle gap measured in
units of the Hubbard U, tracks the staggered mag-
netization. We take this as a strong indication, that
the magnetization provides the only relevant scale
in the problem, determining directly the single par-
ticle gap. We will see below, that this conclusion,
based here on a simple, polynomial extrapolation
of the finite size data, is also obtained, if a more
refined data analysis is performed.

• The data in Fig. 4 exhibits an unusual inflection
point at approximately U/t = 4.1. Such an inflec-
tion point is clearly absent at the mean-field level
(see inset of Fig. 4). We will discuss the impli-
cations of this inflection point in the next section.
Let us finally note, that in previous calculations [1]
we were unable to resolve staggered moments lesser
than m ' 0.03. We thereby missed this inflection
point in the polynomially extrapolated magnetiza-
tion curve and concluded the presence of an inter-
mediate phase [21].

C. Finite size scaling

As mentioned above, one of the particularities of the
data presented in Fig. 4 is the occurrence of an inflec-
tion point at U/t = 4.1. It is a natural question to ask
if this rather peculiar feature may be an artifact of using
a simple polynomial fitting procedure, which one would
indeed expect to fail close to criticality. This could result
in an overestimation of the magnetization in the vicinity
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of the critical point between the semi-metallic and the
insulating phase of the Hubbard model. As we explain
next, arguments in favor of this conjecture are provided
by the large-N treatment of the Gross-Neveu model [5],
and the ✏-expansion around three spatial dimensions in
the equivalent Gross-Neveu-Yukawa field theory, formu-
lated in Ref. 6. Given the order parameter exponent, �,
as well as the correlation length exponent, ⌫, the stag-
gered magnetization scales as

m ' |U � Uc|
�
' ⇠��/⌫ . (9)

Using the standard scaling laws [22], the exponent �/⌫
may conveniently be expressed in terms of the anomalous
dimension for the order parameter ⌘, as

�

⌫
⌘

1

2
([d+ z]� 2 + ⌘) , (10)

where d+ z is the e↵ective dimensionality of the system.
If we assume that the Lorentz invariance is emergent at
the critical point, as it indeed is close to the upper criti-
cal dimension dup = 3 of the Gross-Neveu-Yukawa theory
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- creation operator for the electron at the site x with spin s=±1, 

Dispersion relation contains «Dirac cones» in the vicinity of K and K' points in Brillouine zone. Due to this fact the low-
energy excitations can be described by two flavours of 4-component massless Dirac fermions:

Chiral (sublattice) symmetry breaking in graphene

There are several possible channels of the «chiral symmetry» breaking in graphene. These 
channels correspond to appearance of different condensates. The following condensate are in 
the focus of research at the moment:

- antiferromagnetic condensate

- excitonic condensate

From microscopic point of view, antiferromagnetic condensate corresponds to opposite spins of electrons at different sublattices. 
Excitonic condensate corresponds to opposite charge excess at different sublattices. 

V
F
 ~ 1/300 c. So the effective coupling constant is 

α = 300/137 ~ 2. We have a theory with very 

strong instantaneous Coulomb interaction 

Hybrid Monte-Carlo simulations of graphene

We introduce «electrons» and «holes»:

After it the Hamiltonian takes the form:

where is electric charge at site x.

Interaction takes the form:

After the standart Suzuki-Trotter decomposition we arrive at the following representation of the euclidean 
partition function:

We need to introduce artificial mass gap in fermionic operator in order to make it invertible. Usually this mass term should 
correspond to the condensate which behaviour we want to study.  Crucial point in the calculations is that fermionic 
operators for electrons Mel.  and holes  Mh.    are comlex conjugated to each other  only in the case of 
antiferromagnetic mass term. 

Therefore, if we want to study excitonic condensate, the sign problem appears due to the corresponding mass term in fermionic operator.

Possible ways to solve the problem

We may use rational Hybrid Monte-Carlo.  In this case, we artificially increase number of 
fermionic flavoours up to 4 (two «electrons» and two «holes»):

Ф is a phase of the det (Mel. Mh.) . It can be transferred to observable quantity.

We may simulate the theory without any artificial 
mass term. Mass gap can be introduced 
«geometrically» by special boundary conditions or 
special lattice sizes. This method is based on two 
facts:
1) Dirac points in graphene are not at zero 
momentum but at two special points (K and K') in 
the Brillouine zone.
2) Any finite size lattice allows only the discrete set 
of particle's momentum. The allowed values of 
momentum can or can not cover the K-points 
depending on the geometry of the lattice.

This gap is controlled by the size of the lattice. The larger is 
the lattice, the smaller is the gap.

The problem is that «geometrical» mass gap doesn't 
inroduce the primer for the symmetry breaking. So we still are 
unable to detect the formation of any condensates. 

The figure demonstrates the arrangement of possible momentum values inside the Brillouine 
zone. If the lattice sizes are not equal to 6x, the K-points are not covered by latice momentum 
values therefore, we have a «geometrical» mass gap.

But we can use fluctuations of order parameter:

to detect the phase transition.

At the transition point, the spatial correlation radius of the order parameter should tend to infinity. 
Also It is possible to search for the existence of the Goldstone bosons.
Therefore, one should measure the time:                                                    or spatial:

correlators to detect the phase transition

Graphene electronic properties: 

We start from the tight-binding Hamiltonian for the electrons at p
z
 orbitals:

This figure demonstates the distribution of 
the phase Ф for several values of mass. 
Mass term corresponds to the excitonic 
phase transition.

This concept is especially appropriate for this situation, because we are always interested in 
the limit of the zero artificial mass. So the mass term in fermionic operator is realtively small 
and phase of the fermionic operator doesn't fluctuate too huge., 

Here the dependence of the distbution 
width on the mass is shown. The 
distribution width rapidly grows with  the 
mass increases. We should work with 
as small masses as possible.  

Free	fermions	with	only	nearest-neighbor	hoppings:	
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x," ! âx, â

†
x
,
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FIG. 4. Staggered moment extrapolated to the thermody-
namic limit (see Fig. 3) for two values of the pinning field.
We have equally plotted the single particle gap in units of U .
The inset plots the staggered magnetization as obtained from
a mean-field spin density wave Ansatz.

where we do not detect magnetic ordering but we
do detect a small single particle gap.

• The QMC data in Fig. 4 shows that over a wide pa-
rameter range, the single particle gap measured in
units of the Hubbard U, tracks the staggered mag-
netization. We take this as a strong indication, that
the magnetization provides the only relevant scale
in the problem, determining directly the single par-
ticle gap. We will see below, that this conclusion,
based here on a simple, polynomial extrapolation
of the finite size data, is also obtained, if a more
refined data analysis is performed.

• The data in Fig. 4 exhibits an unusual inflection
point at approximately U/t = 4.1. Such an inflec-
tion point is clearly absent at the mean-field level
(see inset of Fig. 4). We will discuss the impli-
cations of this inflection point in the next section.
Let us finally note, that in previous calculations [1]
we were unable to resolve staggered moments lesser
than m ' 0.03. We thereby missed this inflection
point in the polynomially extrapolated magnetiza-
tion curve and concluded the presence of an inter-
mediate phase [21].

C. Finite size scaling

As mentioned above, one of the particularities of the
data presented in Fig. 4 is the occurrence of an inflec-
tion point at U/t = 4.1. It is a natural question to ask
if this rather peculiar feature may be an artifact of using
a simple polynomial fitting procedure, which one would
indeed expect to fail close to criticality. This could result
in an overestimation of the magnetization in the vicinity
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FIG. 5. Data collapse for the magnetization presented in Fig.
3. The exponents are taken for the ✏-expansion of Ref. 6. (a)
The crossing point pins down the value of Uc. (b) The data
collapse, using Uc/t = 3.78.

of the critical point between the semi-metallic and the
insulating phase of the Hubbard model. As we explain
next, arguments in favor of this conjecture are provided
by the large-N treatment of the Gross-Neveu model [5],
and the ✏-expansion around three spatial dimensions in
the equivalent Gross-Neveu-Yukawa field theory, formu-
lated in Ref. 6. Given the order parameter exponent, �,
as well as the correlation length exponent, ⌫, the stag-
gered magnetization scales as

m ' |U � Uc|
�
' ⇠��/⌫ . (9)

Using the standard scaling laws [22], the exponent �/⌫
may conveniently be expressed in terms of the anomalous
dimension for the order parameter ⌘, as

�

⌫
⌘

1

2
([d+ z]� 2 + ⌘) , (10)

where d+ z is the e↵ective dimensionality of the system.
If we assume that the Lorentz invariance is emergent at
the critical point, as it indeed is close to the upper criti-
cal dimension dup = 3 of the Gross-Neveu-Yukawa theory
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- creation operator for the electron at the site x with spin s=±1, 

Dispersion relation contains «Dirac cones» in the vicinity of K and K' points in Brillouine zone. Due to this fact the low-
energy excitations can be described by two flavours of 4-component massless Dirac fermions:

Chiral (sublattice) symmetry breaking in graphene

There are several possible channels of the «chiral symmetry» breaking in graphene. These 
channels correspond to appearance of different condensates. The following condensate are in 
the focus of research at the moment:

- antiferromagnetic condensate

- excitonic condensate

From microscopic point of view, antiferromagnetic condensate corresponds to opposite spins of electrons at different sublattices. 
Excitonic condensate corresponds to opposite charge excess at different sublattices. 

V
F
 ~ 1/300 c. So the effective coupling constant is 

α = 300/137 ~ 2. We have a theory with very 

strong instantaneous Coulomb interaction 

Hybrid Monte-Carlo simulations of graphene

We introduce «electrons» and «holes»:

After it the Hamiltonian takes the form:

where is electric charge at site x.

Interaction takes the form:

After the standart Suzuki-Trotter decomposition we arrive at the following representation of the euclidean 
partition function:

We need to introduce artificial mass gap in fermionic operator in order to make it invertible. Usually this mass term should 
correspond to the condensate which behaviour we want to study.  Crucial point in the calculations is that fermionic 
operators for electrons Mel.  and holes  Mh.    are comlex conjugated to each other  only in the case of 
antiferromagnetic mass term. 

Therefore, if we want to study excitonic condensate, the sign problem appears due to the corresponding mass term in fermionic operator.

Possible ways to solve the problem

We may use rational Hybrid Monte-Carlo.  In this case, we artificially increase number of 
fermionic flavoours up to 4 (two «electrons» and two «holes»):

Ф is a phase of the det (Mel. Mh.) . It can be transferred to observable quantity.

We may simulate the theory without any artificial 
mass term. Mass gap can be introduced 
«geometrically» by special boundary conditions or 
special lattice sizes. This method is based on two 
facts:
1) Dirac points in graphene are not at zero 
momentum but at two special points (K and K') in 
the Brillouine zone.
2) Any finite size lattice allows only the discrete set 
of particle's momentum. The allowed values of 
momentum can or can not cover the K-points 
depending on the geometry of the lattice.

This gap is controlled by the size of the lattice. The larger is 
the lattice, the smaller is the gap.

The problem is that «geometrical» mass gap doesn't 
inroduce the primer for the symmetry breaking. So we still are 
unable to detect the formation of any condensates. 

The figure demonstrates the arrangement of possible momentum values inside the Brillouine 
zone. If the lattice sizes are not equal to 6x, the K-points are not covered by latice momentum 
values therefore, we have a «geometrical» mass gap.

But we can use fluctuations of order parameter:

to detect the phase transition.

At the transition point, the spatial correlation radius of the order parameter should tend to infinity. 
Also It is possible to search for the existence of the Goldstone bosons.
Therefore, one should measure the time:                                                    or spatial:

correlators to detect the phase transition

Graphene electronic properties: 

We start from the tight-binding Hamiltonian for the electrons at p
z
 orbitals:

This figure demonstates the distribution of 
the phase Ф for several values of mass. 
Mass term corresponds to the excitonic 
phase transition.

This concept is especially appropriate for this situation, because we are always interested in 
the limit of the zero artificial mass. So the mass term in fermionic operator is realtively small 
and phase of the fermionic operator doesn't fluctuate too huge., 

Here the dependence of the distbution 
width on the mass is shown. The 
distribution width rapidly grows with  the 
mass increases. We should work with 
as small masses as possible.  
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FIG. 4. Staggered moment extrapolated to the thermody-
namic limit (see Fig. 3) for two values of the pinning field.
We have equally plotted the single particle gap in units of U .
The inset plots the staggered magnetization as obtained from
a mean-field spin density wave Ansatz.

where we do not detect magnetic ordering but we
do detect a small single particle gap.

• The QMC data in Fig. 4 shows that over a wide pa-
rameter range, the single particle gap measured in
units of the Hubbard U, tracks the staggered mag-
netization. We take this as a strong indication, that
the magnetization provides the only relevant scale
in the problem, determining directly the single par-
ticle gap. We will see below, that this conclusion,
based here on a simple, polynomial extrapolation
of the finite size data, is also obtained, if a more
refined data analysis is performed.

• The data in Fig. 4 exhibits an unusual inflection
point at approximately U/t = 4.1. Such an inflec-
tion point is clearly absent at the mean-field level
(see inset of Fig. 4). We will discuss the impli-
cations of this inflection point in the next section.
Let us finally note, that in previous calculations [1]
we were unable to resolve staggered moments lesser
than m ' 0.03. We thereby missed this inflection
point in the polynomially extrapolated magnetiza-
tion curve and concluded the presence of an inter-
mediate phase [21].

C. Finite size scaling

As mentioned above, one of the particularities of the
data presented in Fig. 4 is the occurrence of an inflec-
tion point at U/t = 4.1. It is a natural question to ask
if this rather peculiar feature may be an artifact of using
a simple polynomial fitting procedure, which one would
indeed expect to fail close to criticality. This could result
in an overestimation of the magnetization in the vicinity
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FIG. 5. Data collapse for the magnetization presented in Fig.
3. The exponents are taken for the ✏-expansion of Ref. 6. (a)
The crossing point pins down the value of Uc. (b) The data
collapse, using Uc/t = 3.78.

of the critical point between the semi-metallic and the
insulating phase of the Hubbard model. As we explain
next, arguments in favor of this conjecture are provided
by the large-N treatment of the Gross-Neveu model [5],
and the ✏-expansion around three spatial dimensions in
the equivalent Gross-Neveu-Yukawa field theory, formu-
lated in Ref. 6. Given the order parameter exponent, �,
as well as the correlation length exponent, ⌫, the stag-
gered magnetization scales as

m ' |U � Uc|
�
' ⇠��/⌫ . (9)

Using the standard scaling laws [22], the exponent �/⌫
may conveniently be expressed in terms of the anomalous
dimension for the order parameter ⌘, as

�

⌫
⌘

1

2
([d+ z]� 2 + ⌘) , (10)

where d+ z is the e↵ective dimensionality of the system.
If we assume that the Lorentz invariance is emergent at
the critical point, as it indeed is close to the upper criti-
cal dimension dup = 3 of the Gross-Neveu-Yukawa theory
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Chiral (sublattice) symmetry breaking in graphene

There are several possible channels of the «chiral symmetry» breaking in graphene. These 
channels correspond to appearance of different condensates. The following condensate are in 
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From microscopic point of view, antiferromagnetic condensate corresponds to opposite spins of electrons at different sublattices. 
Excitonic condensate corresponds to opposite charge excess at different sublattices. 
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strong instantaneous Coulomb interaction 
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We introduce «electrons» and «holes»:

After it the Hamiltonian takes the form:

where is electric charge at site x.

Interaction takes the form:

After the standart Suzuki-Trotter decomposition we arrive at the following representation of the euclidean 
partition function:

We need to introduce artificial mass gap in fermionic operator in order to make it invertible. Usually this mass term should 
correspond to the condensate which behaviour we want to study.  Crucial point in the calculations is that fermionic 
operators for electrons Mel.  and holes  Mh.    are comlex conjugated to each other  only in the case of 
antiferromagnetic mass term. 

Therefore, if we want to study excitonic condensate, the sign problem appears due to the corresponding mass term in fermionic operator.

Possible ways to solve the problem

We may use rational Hybrid Monte-Carlo.  In this case, we artificially increase number of 
fermionic flavoours up to 4 (two «electrons» and two «holes»):

Ф is a phase of the det (Mel. Mh.) . It can be transferred to observable quantity.

We may simulate the theory without any artificial 
mass term. Mass gap can be introduced 
«geometrically» by special boundary conditions or 
special lattice sizes. This method is based on two 
facts:
1) Dirac points in graphene are not at zero 
momentum but at two special points (K and K') in 
the Brillouine zone.
2) Any finite size lattice allows only the discrete set 
of particle's momentum. The allowed values of 
momentum can or can not cover the K-points 
depending on the geometry of the lattice.

This gap is controlled by the size of the lattice. The larger is 
the lattice, the smaller is the gap.

The problem is that «geometrical» mass gap doesn't 
inroduce the primer for the symmetry breaking. So we still are 
unable to detect the formation of any condensates. 

The figure demonstrates the arrangement of possible momentum values inside the Brillouine 
zone. If the lattice sizes are not equal to 6x, the K-points are not covered by latice momentum 
values therefore, we have a «geometrical» mass gap.

But we can use fluctuations of order parameter:

to detect the phase transition.

At the transition point, the spatial correlation radius of the order parameter should tend to infinity. 
Also It is possible to search for the existence of the Goldstone bosons.
Therefore, one should measure the time:                                                    or spatial:

correlators to detect the phase transition

Graphene electronic properties: 

We start from the tight-binding Hamiltonian for the electrons at p
z
 orbitals:

This figure demonstates the distribution of 
the phase Ф for several values of mass. 
Mass term corresponds to the excitonic 
phase transition.

This concept is especially appropriate for this situation, because we are always interested in 
the limit of the zero artificial mass. So the mass term in fermionic operator is realtively small 
and phase of the fermionic operator doesn't fluctuate too huge., 

Here the dependence of the distbution 
width on the mass is shown. The 
distribution width rapidly grows with  the 
mass increases. We should work with 
as small masses as possible.  
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Ĥtb = �

X

<x,y>,s

�
â
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†
y,s
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†
x," ! âx, â
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⇣
e
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over Grassmann variables into the form convenient for a
Monte Carlo scheme.

There are two di↵erent ways to convert the interaction
term into bilinear form. The first scheme is based on
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Note that the exponents on the r.h.s. of this identity
are purely imaginary for repulsive interactions U > 0.
One can also write a variant of this transformation lead-
ing to purely real exponents. This and similar repre-
sentations are used in the Blankenbecler-Scalapino-Sugar
(BSS) QMC algorithm which is widely applied to the
physics of the Hubbard model [32, 33]. Another variant
is based on the usual Gaussian HS transformation:
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It can be used in two variants leading to real (7) and com-
plex (6) exponents. This representation has an important
advantage in that it also works for non-local interactions,
so that we do not need to introduce a new auxiliary field
for every pair of interacting electrons. Thus it was used,
for instance, for the Hubbard-Coulomb model [28, 34–
37]. However, in the case of pure Hubbard model with
only on-site interaction the number of discrete auxiliary
fields in the first representation (5) is equal to the number
of continuous fields in (6) or (7). Thus, due to smaller
configuration space, the discrete representation is more
advantageous at least if the sign problem is absent.

Now let’s turn to the appearance of the sign prob-
lem. In special cases where some additional symmetries
(e.g. the time-reversal symmetry [38]) exist, the extended
Hubbard model is accessible to QMC simulations. In par-
ticular, they are possible in the case of a bipartite lattice.
Thus we are going to concentrate on the following Hamil-
tonian written on a bipartite lattice with only the on-site
interaction term:
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ĉy� + U

X

x

n̂x"n̂x# �

�
✓
U

2
� µ

◆X

x

(n̂x" + n̂x# � 1). (8)

The tight-binding part includes only hopping to near-
est neighbors. The chemical potential µ defines the shift
from half-filling, which corresponds to µ = 0.0 in our
notation. QMC algorithms in ideal situation (in the ab-
sence of the sign problem) need at least a semi-positive
weight for auxiliary fields. The bipartite lattice provides

us with this possibility at half-filling, after a well-known
trick which transforms spin-up and spin-down electrons
(ĉx," and ĉx,#) to electrons and holes (âx and b̂x):
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ây + b̂†

x
b̂y) +

U

2

X

x

(n̂x,el. � n̂x,h.)
2 +

+µ
X

x

(n̂x,el. � n̂x,h.), (10)

where n̂x,el. = â†
x
âx and n̂x,h. = b̂†

x
b̂x are the particle

number operators for electrons and holes respectively.
Now we should make either the discrete (5) or the con-

tinuous (eq. (6) and (7) ) transformation for each expo-
nent in the expression (4) where the interaction part of
the full Hamiltonian appears. Thus, auxiliary fields ac-
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lattice site index x. Since the interaction is local, only
one auxiliary field variable will appear per lattice site in
both cases. In the case of the discrete transformation (5),
we arrive at the following representation of the partition
function (1) as a sum over all possible values of ⌫x,t:

Zd =
X

⌫x,t

detDel.(⌫x.t) detDh.(⌫x,t), (11)

where Del. and Dh. are fermionic operators for electrons
and holes respectively:

Del.(⌫x,t) = I +
NtY

t=1

⇣
e��(h+µ)diag

�
e2i⇠⌫x,t

�⌘
,

Dh.(⌫x,t) = I +
NtY

t=1

⇣
e��(h�µ)diag

�
e�2i⇠⌫x,t

�⌘
. (12)

Both fermionic operators are Ns⇥Ns matrices where Ns

is the number of lattice sites in space, h is the matrix
of single-particle Hamiltonian which defines the tight-
binding part in the expression (10). The diagonalNs⇥Ns

matrix diag
�
e�2i⇠⌫x,t

�
includes all exponents with aux-

iliary fields belonging to a given Euclidean time slice t.
In the case of continuous auxiliary fields, we will write

the HS transformation in more general way employing
both real (7) and complex (6) exponents:

U

2
(n̂el. � n̂h.)

2 =
↵U

2
(n̂el. � n̂h.)

2 �

� (1� ↵)U

2
(n̂el. + n̂h.)

2 + (1� ↵)U(n̂el. + n̂h.). (13)

Parameter ↵ 2 [0, 1] defines the balance between real
and complex exponents in the integral. The first four-
fermionic term can be transformed into bilinear using

3

over Grassmann variables into the form convenient for a
Monte Carlo scheme.

There are two di↵erent ways to convert the interaction
term into bilinear form. The first scheme is based on
discrete auxiliary variables [30, 31]. An example of such
a transformation follows from the identity:

e��Un̂"n̂# =
1

2

X

⌫=±1

e2i⇠⌫(n̂"+n̂#�1)� 1
2 �U(n̂"+n̂#�1), (5)

tan2 ⇠ = tanh(
�U

4
).

Note that the exponents on the r.h.s. of this identity
are purely imaginary for repulsive interactions U > 0.
One can also write a variant of this transformation lead-
ing to purely real exponents. This and similar repre-
sentations are used in the Blankenbecler-Scalapino-Sugar
(BSS) QMC algorithm which is widely applied to the
physics of the Hubbard model [32, 33]. Another variant
is based on the usual Gaussian HS transformation:

e�
�
2

P
x,y Ux,yn̂xn̂y ⇠=

Z
D�xe

� 1
2�

P
x,y �xU

�1
xy �yei

P
x �xn̂x ,(6)

e
�
2

P
x,y Ux,yn̂xn̂y ⇠=

Z
D�xe

� 1
2�

P
x,y �xU

�1
xy �ye

P
x �xn̂x .(7)

It can be used in two variants leading to real (7) and com-
plex (6) exponents. This representation has an important
advantage in that it also works for non-local interactions,
so that we do not need to introduce a new auxiliary field
for every pair of interacting electrons. Thus it was used,
for instance, for the Hubbard-Coulomb model [28, 34–
37]. However, in the case of pure Hubbard model with
only on-site interaction the number of discrete auxiliary
fields in the first representation (5) is equal to the number
of continuous fields in (6) or (7). Thus, due to smaller
configuration space, the discrete representation is more
advantageous at least if the sign problem is absent.

Now let’s turn to the appearance of the sign prob-
lem. In special cases where some additional symmetries
(e.g. the time-reversal symmetry [38]) exist, the extended
Hubbard model is accessible to QMC simulations. In par-
ticular, they are possible in the case of a bipartite lattice.
Thus we are going to concentrate on the following Hamil-
tonian written on a bipartite lattice with only the on-site
interaction term:
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ĉx,#, ĉ
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Ĥ = �
X

hx,yi

(â†
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ây + b̂†

x
b̂y) +

U

2

X

x

(n̂x,el. � n̂x,h.)
2 +

+µ
X

x

(n̂x,el. � n̂x,h.), (10)

where n̂x,el. = â†
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†
x," ! âx, â†x,
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of single-particle Hamiltonian which defines the tight-
binding part in the expression (10). The diagonalNs⇥Ns

matrix diag
�
e�2i⇠⌫x,t

�
includes all exponents with aux-

iliary fields belonging to a given Euclidean time slice t.
In the case of continuous auxiliary fields, we will write

the HS transformation in more general way employing
both real (7) and complex (6) exponents:
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Parameter ↵ 2 [0, 1] defines the balance between real
and complex exponents in the integral. The first four-
fermionic term can be transformed into bilinear using
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FIG. 1. Average sign in BSS-QMC algorithm, taken from
the ALF (Algorithm for lattice fermions) package [41]. The
calculations were peformed on a hexagonal 4⇥ 4 lattice with
N⌧ = 256 and � = 20.0; U = 2.0. The discrete auxiliary field
is coupled to spin as this setup corresponds to the minimal
sign problem in BSS-QMC.

sition:

e��Ĥ
⇡ ...e��K̂e��ĤU e��K̂e��ĤU ...+O(�2) (9)

where K̂ is the collection of all bilinear fermionic terms
in Ĥ, and ĤU is the interaction part of the full Hamil-
tonian. Here we have introduced �, which specifies the
discretization of Euclidean time, N⌧� = �, where N⌧ con-
stitutes the Euclidean time extent of the lattice. Below,
we will refer to � in the units of inverse hopping.

One can obtain an additional, nonphysical, degree of
freedom in the Hamiltonian, by applying the following
identity to the interaction term
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ŝ2
x
+ (1� ↵)Uŝx, (10)

where ŝx = n̂x,el.+n̂x,h. is the spin operator. We can now
simultaneously introduce two continuous auxiliary fields
by applying the standard Hubbard-Stratonovich trans-
formations to each four-fermion term in (10),
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The first four-fermionic term can be transformed into a
bilinear using (11), and the second using (12). This is not
the most general possible decomposition of four-fermionic
terms into bilinear ones, but the one most commonly
used in QMC algorithms with continuous auxiliary fields.
This representation was first proposed in [42] and was
also used in the recent papers [43, 44]. The parameter
↵ 2 [0, 1] defines the balance between auxiliary fields
coupled with charge (q̂x) and spin (ŝx) density. This
particular representation has an important advantage in
that it also works for non-local interactions, so that we
do not need to introduce a new auxiliary field for every
pair of interacting electrons.

FIG. 2. An illustration of the downward gradient flow pro-
cedure for three thermalized configurations belonging to dif-
ferent thimbles at half filling. The plot shows the evolution
of the action with the flow time. The ensemble consists of a
6⇥ 6 lattice with N⌧ = 256 and � = 20.0, U = 5.0, ↵ = 0.9.
One can clearly see how the configurations end up at three
di↵erent saddle points after completion of the flow.

The details of the construction of the path integral are
straightforward and can be found in [43, 45, 46]. Here
we simply state the explicit form of the partition function
which we have used in our calculations:
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where the fermionic operators are given by

Mel.,h. = I +
N⌧Y

⌧=1
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. (14)

In subsequent discussions, we denote the field coupled
to charge density as �x,⌧ , and the field coupled to spin
density as �x,⌧ . The full action, which is used in Monte
Carlo sampling, involves both the bosonic action of the
auxiliary fields as well as the logarithm of the fermionic
determinants, S = S↵ � ln(detMel. detMh.). The total
number of auxiliary fields is equal to N = 2NsN⌧ if ↵ 2

(0, 1), so that both fields participate, and N = NsN⌧ if
↵ = 0, 1, where only one type of field remains.

IV. SADDLE POINTS STUDY

IV.1. Saddle points at half-filling

Our goal is to study realistic lattice volumes in order
to get a quantitative idea of how the thimbles decom-
position (4) looks like when we approach both the ther-
modynamic limit in spatial volume and the continuous
limit in Euclidean time. Unfortunately, at large lattice
volumes, the fully analytical approach for finding saddle
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ây,s + â†
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Fierz	identities:	
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FIG. 6. The distribution of the action of saddle point config-
urations at half filling for ↵ = 0.01. The ensembles consist of
a 6⇥ 6 lattice with N⌧ = 256 and � = 20.0, and three di↵er-
ent values of interaction strength: (left) U = 3.0, (middle)
U = 3.8, (right) U = 5.0.

in order to have both fermionic determinants equal to
zero. It follows that the dimensionality of the manifolds
on which the determinant vanishes is equal to N � 1 and
therefore they cut RN into disconnected regions. As a
result, HMC can not penetrate through these domain
walls [53, 54, 57], and we cannot rely on it to generate
an ergodic set of configurations. However, as was shown
in Fig. 5 (and one more example will also be shown be-
low), even a small shift of ↵ from these extreme values
is enough to restore ergodicity. We explicitly check the
value of squared spin per sublattice

h(Sz)
2
i =

* 
X

i21st. sublat.

Ŝi

z

!2+
. (31)

and compare the results from HMC with BSS-QMC,
which does not have ergodicity issues due to the formu-
lation in terms of discrete fields. We can thus safely use,
e.g. ↵ = 0.01 and ↵ = 0.99 in order to gain an under-
standing of the thimbles decomposition when we have
either a dominant spin-coupled field auxiliary field or a
dominant charge-coupled auxiliary field, respectively.

We first study saddle points at ↵ = 0.01, when the
spin-coupled field �x,⌧ is the most important and �x,⌧ is
always equal to zero at the saddle points. The results
are shown in Fig. 6 at di↵erent values of the interac-
tion strength, which correspond to the semi-metal (SM)
phase (U = 3), the region close to the phase transi-
tion (U = 3.8), and the antiferromagnetic (AFM) phase
(U = 5.0). In all cases, there is a dominant saddle point
corresponding to the smallest value of the action, but its
dominance becomes less and and less pronounced as we
move towards the AFM phase. A more detailed study of
saddles is presented in Fig. 7 for the case of large inter-
action strength, U = 5. The lowest saddle (Fig. 7(b)) is
just a static solution which corresponds to �x,⌧ = ±�0,
with the sign depending on the sublattice. Both these
saddles are just two identical mean field solutions cor-
responding to antiferromagnetic ordering (Néel state).
They appear as a consequence of the bipartite nature of
the lattice. Since there are two stationary vacua, “instan-
ton” solutions, which represent tunneling events between
the two vacua, inevitably appear. We indeed observe

0
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FIG. 7. Representative field configurations at saddle points
for mostly spin-coupled auxiliary field at half filling (↵ =
0.01). The �-field is shown, while the �-field is always equal to
zero at these saddle points. (a) distribution of action of sad-
dle point configurations for a 6 ⇥ 6 lattice with N⌧ = 256
at U = 5.0 and � = 20.0 (we repeat the histogram for
U = 5.0 for reference). (b) The AFM mean-field saddle,
which corresponds to the bar with the lowest value of the
action in the histogram. (c) Local instantons on the back-
ground of mean-field vacuum (peaks between S = �440 and
S = �400 in the histogram). (d) Global mean-field instan-
ton (peak at S ⇡ �295 in the histogram). (e) Saddle points
with local violations of the structure of mean-field instanton
( S ⇡ �280 in the histogram). In all cases, the value of the
�-field is represented by the color of the world lines drawn in
the Euclidean time direction emanating from each site on the
hexagonal lattice. In (b)-(e), we have only depicted the part
of the lattice where interesting features involving the �-field
are found for simplicity.

these instantons which correspond to saddle points with
larger actions, examples of which are shown in Fig. 7c-e.
In (c), one sees how, at a given site, one can have virtually
instantaneous tunneling of the value of � between +�0

and ��0 and back again, where �0 is the same value that
appears in the mean-field configuration. In these config-
urations, the tunneling occurs locally both in space and
in time. However, there are cases such as (d), where the
tunneling from ±�0 to ⌥�0 occurs all across the lattice in
space at some Euclidean time ⌧0, and at a later time ⌧1,
the fields return to their original configuration. Thus, we
have two “global instantons”. Finally, we have observed
cases such as (e), where a similar pair of “global instan-
tons” exists, with the caveat that the tunneling structure
is violated locally in space. The identification of these
examples with the action depicted in the histogram is
described in the caption to Fig. 7.

Next, in Fig. 8 we display the results at a larger value

Spin-coupled auxiliary field

Examples of the thimbles decomposition for the 
Hubbard model on hexagonal lattice(2)



Z m
/Z

Sm

6x6x512, _=0.99,  `=20.0, U=2.0

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20  25  30  35

Z m
/Z

Sm

6x6x512, _=0.99,  `=20.0, U=3.0

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  20  40  60  80  100  120

Z m
/Z

Sm

6x6x512, _=0.99,  `=20.0, U=4.0

 0

 0.05

 0.1

 0.15

 0.2

 0  20  40  60  80  100  120  140  160  180

Z m
/Z

Sm

6x6x512, _=0.99,  `=20.0, U=5.0

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0  50  100  150  200  250

Examples of the thimbles decomposition for the 
Hubbard model on hexagonal lattice(2)



12

FIG. 10. The dependence of the saddle points for mostly
charge-coupled auxiliary field on the interaction strength at
half filling (↵ = 0.9, 6⇥ 6 lattice with N⌧ = 256 at � = 20.0).
Each subsequent point is obtained via GF from the previous
one (moving from larger U). If the saddle point becomes
irrelevant, the flow shows decays into the vacuum saddle. Due
to the localized structure of the field configurations at saddle
points, they remain equidistant in action. However, at small
interaction strength non trivial saddles decay into the vacuum
one. This illustrates the influence of non-trivial saddle points
on the physics in the strongly-coupled regime.

FIG. 11. Example of the Stokes phenomenon at half-filling if
there are only two auxiliary fields. We display the isolines of
the action for the case when the relevant saddle point (local
minima, denoted by the star) is accompanied by the irrelevant
one and the zero of determinant (top part of the plot, denoted
by the open circle).

and sink on di↵erent sublattices (Fig. 9-3(c)). We note
that winding number ±2 was not observed for the two-
blob configuration. We assume that a similar correlation
exists between the winding number and the construction
of saddle point configurations with a larger number of
(anti-)blobs, and thus the winding number can be used
for the classification of saddle points. However, we have
left the detailed study of this point to future work.

One expects that the dependence of the thimbles de-
composition on the Hubbard coupling should reflect the
changing physics in the strongly-coupled phase. The de-
pendence of the real part of the action of the various sad-
dles on the coupling U at half-filling is shown in Fig. 10
for the case where the charge-coupled Hubbard field dom-
inates (↵ = 0.9). In order to track the location of the sad-
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FIG. 12. (LHS) The distribution of the action of saddle
point configurations at half filling for ↵ = 0.99. Results
are shown for 6 ⇥ 6 lattice with N⌧ = 256 and � = 20.0,
U = 3.8. The situation again becomes substantially worse:
non-vacuum saddle points play a significant role. (RHS) Quite
the opposite situation is observed at ↵ = 0.8. In this case, we
see only one saddle point even in the case of larger, 12 ⇥ 12
lattice with the same N⌧ , � and U .

dles in a continuous manner we have used the GF in the
downwards direction after small shifts of the on-site in-
teraction U . This means that we start from saddle points
at large U , then slightly decrease U ! U��U and search
for the new locations of the local minima by starting GF
from the old saddles. This procedure is repeated to cover
the desired interval of U . We have found that sometimes
the profiles obtained in this way experience sharp decays
into the vacuum saddle. This behavior implies that the
corresponding saddle point becomes irrelevant.

Before we proceed further, the last point needs to be
clarified. Usually, a thimble and its corresponding saddle
point are classified as “relevant” if their intersection num-
ber, k�, is nonzero. However, things can be di↵erent if
the so-called Stokes phenomenon occurs. This situation
implies that several saddles are now connected by one
thimble. Here we consider this situation at half-filling,
when there is no sign problem and all relevant thimbles
and saddle points are confined within RN . In this case, all
eigenvectors of the Hessian matrices, ��, for saddles lo-
cated within RN have their components either purely real
or imaginary. At the local minimum of the action within
RN , which is a relevant saddle point, all real eigenvectors
of �� correspond to positive eigenvalues. However, it can
happen that someN� > 0 real eigenvectors correspond to
negative eigenvalues of ��. This situation is illustrated in
Fig. 11. Because the thimbles attached to local minima
cover the entire RN , saddles which have at least one real
eigenvector corresponding to a negative eigenvalue of ��,
do not participate in the sum (7), and thus are irrelevant.
Simply counting the intersection points is impossible in
this case as dim(RN

\ K�) = N� > 0 for such saddles.
The decay of a saddle, if we start from a slightly shifted
field configuration, means that a negative eigenvalue of
�� with a corresponding real eigenvector has appeared.
It then follows that this situation indeed corresponds to
the transition between relevant and irrelevant status for
the saddle point.

Using these ideas we can interpret from Fig. 10 that

Mixed regime: both field are present. One-thimble 
regime possible even at strong coupling.
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FIG. 8. The distribution of the action of saddle point config-
urations at half filling for an intermediate case, ↵ = 0.9. The
ensembles consist of the following: (upper panel) 6 ⇥ 6 and
(lower panel) 12 ⇥ 12 lattice with N⌧ = 256 and � = 20.0,
and three di↵erent values of interaction strength: (upper and
lower left) U = 3.0; (upper and lower middle) U = 3.8;
(upper and lower right) U = 5.0. The histograms reveal
a much more regular (in comparison with Fig. 6) system of
saddle points. The lowest saddle points correspond to the
vacuum configuration (all auxiliary fields are equal to zero).

of ↵ where the auxiliary field which couples to charge-
density starts to dominate and all saddle points are lo-
cated at �x,⌧ = 0. The latter fact automatically ensures
that the structure of the saddle points is completely dif-
ferent from the one at small ↵. The histograms for the
same three couplings show that the situation improves
and that the construction of the saddle points is now
more regular since they are equally spaced in action. A
comparison of the 6⇥6 and 12⇥12 lattices (Fig. 8(upper
panel) and Fig. 8(lower panel)) shows that the number of
saddles appearing in the histogram increases with the in-
creasing volume, particularly at larger values of the cou-
pling U . However, the general structure of saddle points
remains essentially the same. This situation is demon-
strated in Fig. 9. Here we have taken a 6 ⇥ 6 lattice
with N⌧ = 512 at U = 5, as an example (corresponding
histogram is shown in the Fig. 4). However, the same
field configurations were observed at saddle points for
other U , N⌧ and also at a volume of 12 ⇥ 12. For all
histograms, shown here for ↵ = 0.9 (Fig. 8), the first
bar corresponds to the vacuum saddle �x,⌧ = �x,⌧ = 0.
The next bar corresponds to the localized field config-
urations shown in Fig. 9-1(a). These localized features
come in two types, di↵ering only in the sign of the �x,⌧

field: �x,⌧ ! ��x,⌧ . We will refer to these structures
as “blob” and “anti-blob” in the subsequent discussion.
The third bar in the histograms for ↵ = 0.9 corresponds
to the three combinations one can construct out of two of
these localized objects: blob-blob, blob-anti-blob and two
anti-blobs, where the objects are located at some spatial
separation on the lattice. Two examples are shown in
Fig. 9-2(a) and 9-3(a). All further saddle points consist
of more complicated combinations of increasing number
of blobs/anti-blobs that are localized somewhere within
the lattice. The single blob shown in Fig. 9-1(a) has an

action given by S1 = S0 + �S, where S0 is the action
of the trivial vacuum. Both configurations in Fig. 9-2(a)
and 3 have actions given by S2 ⇡ S0+2�S to a very high
precision. It follows that the actions of n-blob configu-
rations should be concentrated around Sn = S0 + n�S,
with the width of the distribution slightly widening with
increasing n. This is due to that fact that as the density
of blobs increases, they are no longer well-separated and
start to interact with each other.
These single and multi-blob configurations have con-

sequences for the fermions, as we attempt to illustrate
in Fig. 9. We first define the equal-time fermion Green’s
function in position-time representation

g(x, y, ⌧) = �h âx(⌧)â
†
y
(⌧) i, (32)

where we have written the expression for particles and an
analogous expression exists for the holes. We compute
this expression on a given saddle point configuration, for
fixed spatial positions x and y as a function of ⌧ . This
quantity forms a closed curve in the complex plane due
to periodic boundary conditions for the auxiliary fields.
Furthermore, for certain locations of the source and sink,
this curve exhibits a non-trivial winding around the ori-
gin in the complex plane. We define the winding number
of the propagator for a given source and sink location as
follows

W (x, y) ⌘
1

2⇡i

I

�

dz

z
(33)

=
1

2⇡i

Z
�

0

1

g(x, y, ⌧)

@g(x, y, ⌧)

@⌧
d⌧,

where in the first equality we have used z ⌘ g(x, y, ⌧) and
� refers to the closed curve swept out by the propagator
in the complex plane. For the one-blob configuration in
Fig. 9, we have plotted the Green’s function contour for
two di↵erent sinks, with the source fixed at the center
of the blob. In Fig. 9-1(b), the sink is located on the
opposite sublattice of the source and shows a non-trivial
winding number of +1, while in Fig. 9-1(c) the sink is
located on the same sublattice of the source and shows
a trivial winding of 0. We thus see that there exists
a correlation between fermion winding number, saddle
points, and sublattice symmetry.
We have observed that, for the multi-blob configura-

tions, blobs with the same sign lie on the same sublattice
while blobs with opposite signs lie on opposite sublat-
tices. The latter is depicted in Fig. 9-2(a) where we have
a configuration containing a blob-anti-blob pair, and in
Fig. 9-2(b) and 9-2(c) we observe the same correlation be-
tween sublattice symmetry and fermion winding number
that was observed for the one-blob configuration. How-
ever, in 9-2(d), we see a non-trivial winding number of
+2 where the sink and source were taken to be the centers
of the two blobs. A two-blob configuration is depicted
in 9-3(a), where again, the winding number is trivial for
source and sink on the same sublattice (Fig. 9-3(b)). The
winding number is non-trivial and equal to �1 for source

It means that we can use unphysical degrees of 
freedom in the path integral representation to 
optimize the structure of thimbles decomposition.

Examples of the thimbles decomposition for the 
Hubbard model on hexagonal lattice(2)



Connection to the sign problem(1)
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FIG. 13. (a) General schematic illustration of the algorithm
which searches for complex saddle points (1D case): c1 is the
initial position, segment c1� c2 corresponds to the downward
flow, segment c2 � c3 corresponds to the upward flow and
so on. (b) Example of search processes for a 2 ⇥ 2 lattice
with N⌧ = 256, � = 20.0, U = 2.0, µ =  and ↵ = 1.0:
shorter process converges to vacuum saddle point and longer
one shows convergence to non-vacuum localized saddle point.
(c) Example search process for a 6⇥ 6 lattice with N⌧ = 256,
� = 20.0, U = 2.0, µ =  and ↵ = 0.9: it illustrates the
case when the process collides with a zero of the determinant
on the way, seen in the large spikes for both the real and
imaginary parts. The y-axis in figures (b) and (c) labels the
sum of the squares of the first derivatives of ReS with respect
to the real or imaginary parts of the fields at each site.

FIG. 14. The distribution of the action of saddle point con-
figurations at µ =  for ↵ = 1.0⇥10�4. Results are shown for
a 6⇥6 lattice with N⌧ = 256 and � = 20.0, U = 3.8. Saddle
points with positive and negative sign are shown separately in
red and green respectively. Inset: History of ImS during an
HMC update of the field configuration showing the tunneling
between thimbles.

µ = 0
thimble1 (+) thimble2 (+)

�

detMh

detMe

µ 6= 0
(-) (+) (-)

�

detMh

detMe

FIG. 15. Schematic diagrams which explain the appearance
of “negative” thimbles at nonzero chemical potential in the
case when only the spin-coupled field is present (↵ = 0.0)

at small coupling, the trivial vacuum is the only rele-
vant saddle. As we move to larger coupling, multiple
non-trivial relevant saddles appear and above U ⇡ 3.4,
we see two of them which are evenly spaced. Thus, we
should expect that, at fixed ↵ and large U , more and
more non-trivial multi-blob saddles become relevant once
we approach AFM phase. This interpretation is also sup-
ported by the previous histograms cf. Fig. 8.
Finally, in Fig. 12(a) we show how the situation be-

comes worse as we further increase the parameter ↵, thus
suggesting that there exists a “sweet spot” which pos-
sesses an advantageous structure for the thimbles decom-
position. This regime is illustrated in Fig. 12(b), where
even for large lattices (12⇥ 12) at U = 3.8 (which cor-
responds to the AFM phase transition), only the vacuum
saddle contributes at ↵ = 0.8. One can compare this sit-
uation with that depicted in the lower panel middle plot
of Fig. 8. A more detailed study of this regime is made
below, accompanied by the study of saddles points away
from half-filling.

V.2. Saddle points at nonzero chemical potential

Away from half-filling one can not rely on the naive
application of the GF equations in order to find the sad-
dle points. This is due to the fact that the downward
GF ends up on a saddle point only if the initial configu-
ration was exactly on the corresponding thimble. Since
we can not generate those configurations (at least with-
out prior knowledge about the saddle points), another
method should be employed. We use a procedure simi-

Mixed case (both charge- and spin- 
coupled fields): complex saddle 
points. 
a) general scheme of the search 
algorithm; b) c) examples of iterations

14

lar to Powell’s method to search for local minima. The
algorithm is illustrated schematically in Fig. 13(a), for a
single complex field. The minimization procedure con-
sists of alternating GF steps for constant imaginary and
real parts of the field. The even iterations consist of

GF in the downward direction with fixed Re�j = �(R)
j

,

where �j ⌘ �(R)
j

+ i�(I)
j

represents both complex auxil-
iary fields. The flow stops when it reaches the local min-
imum. The odd iterations consist of upward GF with

fixed Im�j = �(I)
j

and terminate when a local maxi-
mum or zero of determinant has been reached, where
ReS ! 1. The convergence can be controlled by mon-

itoring the quantity, ⌃D,Re/Im ⌘
P

i
|@ReS/@�(R/I)

i
|
2

(with the sum running over all sites in the spatial and
temporal directions) after each iteration, with ⌃D,Re

reaching the level of numerical precision (typically 10�10)
during even iterations and ⌃D,Im during odd iterations
(assuming the flow did not collide with a zero of deter-
minant). Some examples are shown in Fig. 13(b) and
Fig. 13(c). In the former, one can see two examples of
the iterations on a 2⇥2 lattice. Here we see that one con-
verges into the vacuum saddle, which is uniformly shifted
into the complex plane (Re�x,⌧ = Re�x,⌧ = Im�x,⌧ = 0,
Im�x,⌧ = �0), while the other converges into a non-trivial
saddle, which is non-uniform both in space and Euclidean
time. The latter figure demonstrates an example for a
6⇥ 6 lattice, where the iterations collided with a zero of
the determinant on the way, but nevertheless converged
afterwards.

Away from half-filling, the initial configurations were
generated using a phase quenched HMC, using the algo-
rithms already described in [40]. Thus, only the absolute
value of ln det(Mel.Mh.) was taken into account during
the Monte Carlo procedure. Usually, the initial config-
urations are generated along some contour in CN , uni-
formly shifted from RN , in order to approach the thim-
ble. This is not surprising as we have found that this
constant shift into complex space applies to the vacuum
saddle at µ 6= 0. The procedure of using a constant
shift was performed at ↵ = 0.8 and ↵ = 0.9, where the
charge-coupled field dominates. If ↵ = 0, the thimbles
and saddles again lie within RN , since both fermionic
determinants are real. However, as discussed previously,
this property of the fermionic determinants leads to a
loss of ergodicity for HMC. Thus, in order to explore
the case when the spin-coupled field dominates, we use
small ↵ = 10�4 and generate configurations without a
shift into the complex plane. Even such a small, nonzero
value of ↵ is enough to restore ergodicity, as one can see
in the inset in Fig. 14. This inset shows the history of
argS during one trajectory in HMC update. If ↵ = 0,
all thimbles have cos argS = ±1 again due to the fact
that det(Mel.Mh.) 2 R. Thimbles with di↵erent signs
are separated by zeros of the determinants, since they
are branch points of the logarithm. Here we have a small
but nonzero ↵, and thus the cos argS only approaches
±1. A sharp transition is observed in the inset in Fig. 14

(a)

(b)

FIG. 16. The distribution of the action of saddle point con-
figurations at µ =  for ↵ = 0.9 (a); and ↵ = 0.8 (b). Results
are shown for a 6 ⇥ 6 lattice with N⌧ = 256 and � = 20.0,
U = 3.8. As the action is complex away from half-filling, the
histogram is plotted simultaneously both for real and imagi-
nary parts of the action. The set of saddle points is similar
to the results at half-filling at the same ↵ (see Fig. 8). Plot
(b) shows that again, only one (shifted trivial vacuum) saddle
point can be found for ↵ = 0.8.

which shows us that the algorithm still can tunnel be-
tween di↵erent thimbles. This tunneling was, in fact,
quite frequent and was observed in more than half of the
Monte Carlo updates. This is a further confirmation that
the HMC is ergodic.

Another concern regarding our GF procedure is the
question of convergence of the alternating iterations. Un-
fortunately, the procedure we have used does not con-
verge for an arbitrary saddle. The criterion for the con-
vergence of the procedure can be derived from the fact
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figurations at µ =  for ↵ = 0.9 (a); and ↵ = 0.8 (b). Results
are shown for a 6 ⇥ 6 lattice with N⌧ = 256 and � = 20.0,
U = 3.8. As the action is complex away from half-filling, the
histogram is plotted simultaneously both for real and imagi-
nary parts of the action. The set of saddle points is similar
to the results at half-filling at the same ↵ (see Fig. 8). Plot
(b) shows that again, only one (shifted trivial vacuum) saddle
point can be found for ↵ = 0.8.

which shows us that the algorithm still can tunnel be-
tween di↵erent thimbles. This tunneling was, in fact,
quite frequent and was observed in more than half of the
Monte Carlo updates. This is a further confirmation that
the HMC is ergodic.

Another concern regarding our GF procedure is the
question of convergence of the alternating iterations. Un-
fortunately, the procedure we have used does not con-
verge for an arbitrary saddle. The criterion for the con-
vergence of the procedure can be derived from the fact
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Summary(1)
Using non-iterative solvers we can compute exact derivatives of the 
fermonic determinant with respect to bosonic fields. It allows us to 
solve the gradient flow equations for relatively large lattices taking 
into account the fermonic back reaction on bosonic fields. 

Thus, we can find both real and complex saddle points and describe 
the structure of the thimbles decomposition approaching 
thermodynamic limit.  

Using this information we can optimize the structure of the thimbles 
decomposition, which is actually formulation-dependent.  
In particular, we demonstrated that at least in one example of 
strongly correlated model with lattice fermions, we can find the 
representation where only one thimble survives in thermodynamic 
limit even at the phase transition or in the strong coupling regime.  

TODO algorithms for sampling following curved manifolds in 
complex space



Instantons for charge-coupled 
auxiliary field

Saddle point field configurations are localised both in space 
and Euclidean time, hence many-instanton saddles are 

equidistant in action 



Analytical description of instantons 
with fermonic back reaction (1)
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Analytical description of instantons 
with fermonic back reaction (2)
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Hessians and continuum limit
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Simple analytic partition function 
for non-interacting instantons (1)
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Simple analytic partition function 
for non-interacting instantons (2)
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Double occupancy from non-
interacting instantons model

Double occupancy as the derivative 
 of the free energy over U 
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AFM susceptibility from non-
interacting instantons model
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Interaction of instantons: 
various factors

1) change of action 
2) change of Hessian  
3) change of volume element 
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Example of interaction curves

Instanton and anti-instanton at nearest-
neighbour lattice sites 

Two instantons at the same lattice site
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Summary (2)
The solution of gradient flow equations with fermions provided us with knowledge on 
both real and complex saddle points of the full action. This information can be used 
to construct quasi-classical approximation on the basis of saddle points field 
configurations and gaussian fluctuations around them.  

Here we present example of such study for Hubbard model, where the detailed 
knowledge on the saddle points leads to the formulation of instantons gas model 
with either interacting or non-interacting instantons. Even simple non-interacting  
model already features at least some important properties of the initial quantum 
Hamiltonian: spin localization and growth of magnetic susceptibility. Since the 
saddle points do not change qualitatively away of half-filling, we can try to expand 
this model to non-zero chemical potential, where QMC doesn’t work due to the sign 
problem.  

Further directions: many-body interaction of instantons, tunnelling between different 
instanton sectors, another lattice models (QCD?)


